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Abstract. Target recognition is of great importance in military and civil applications – object 
detection, security and surveillance, access and border control, etc. In the article the general 
structure and main components of a target recognition system are presented. The 
characteristics such as availability, distinctiveness, robustness, and accessibility are 
described, which influence the reliability of a TRS. The graph presentations and mathematical 
descriptions of a unimodal and multimodal TRS are given. The mathematical models for a 
probability of correct target recognition in these systems are presented. To increase the 
reliability of TRS, a new approach was proposed – to use a set of classification algorithms in 
the systems. This approach permits the development of new kinds of systems - Multiple 
Classification Algorithms Unimodal and Multimodal Systems (MAUMS and MAMMS). The 
graph presentations, mathematical descriptions of the MAUMS and MAMMS are described. 
The evaluation of the correct target recognition was made for different systems. The 
conditions of systems' effectiveness were established. The modality of the algorithm's 
recognition probability maximal value determination for an established threshold level of the 
system's recognition probability was proposed, which will describe the requirements for the 
quality and, respectively, the costs of the recognition algorithms. The proposed theory 
permits the system's design depending on a predetermined recognition probability. 
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Introduction 
Target recognition is of great importance in military and civil applications – object 

detection [1], image classification [2], security and surveillance [3], access control [4], border 
control[5], medicine[6], etc. Actual target recognition systems can be divided into two main 
groups – unimodal and multimodal systems[7]. The unimodal systems are based usually on 
one processing module and one recognition algorithm [8]. The multimodal systems consist 
of a set of sensors and processing modules, every of which is realizes one target recognition 
algorithm [9]. 

In many unimodal and multimodal target recognition systems, the operations of the 
data acquisition and processing are realized as separated tasks. As a result, the accuracy and 
robustness of the target recognition may be insufficient, especially if the data are found to 
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be incomplete or ambiguous during processing and there are no available supplementary 
data to mitigate those deficiencies [10]. Active multimodal sensor systems have been 
elaborated to overcome this problem. For example, a multisensory system for moving object 
detection and tracking was proposed [11] in which were used Radar, LIDAR, and vision 
sensors. 

The system could actively control all the sensors to collect or supplement target 
information and effectively detect and track target movement, and obtained good 
performance results in actual driving conditions. The multimodal sensing system was 
elaborated [12], using a PTZ camera and a laser Doppler vibrometer, which can improve the 
performance and efficiency in automatic remote applications. This class of systems is based 
on the combination of multimodal hardware data collection. Subsequent data processing 
permits improvement of the accuracy of recognition and tracking systems, to expand the 
application range, and increase the system's flexibility. In other surveillance systems, the 
hardware data collection and software data processing are two completely separate and 
independent parts [13]. In these systems, the software data processing algorithms are used 
to improve the targets' detection and tracking rate, and the hardware sensor is used only for 
data collection and does not consider the interaction with the sensor to supplement the data 
and eliminate ambiguous judgments. 

In the article [14] an active multimodal sensor system for target recognition and 
tracking was proposed. Different from the passive multi-modal sensor system, the active 
multi-modal system can adjust sensors' attitudes to get supplementary information during 
data processing. This system consists of a visible sensor, an infrared sensor, and a 
hyperspectral sensor, working together to collect supplementary data from the target to 
eliminate ambiguous recognition.   

Unfortunately, in many applications, the described systems do not ensure the 
necessary level of identification probability, accuracy, and robustness of the target 
recognition may be insufficient. 

In this article new classes of the systems are described – multiple classification 
algorithm unimodal and multimodal systems and results of a comparative analysis of the 
proposed and existing systems regarding their recognition probability are presented. In 
section 2 the general structure and main components of a target recognition system are 
presented. The characteristics such as availability, distinctiveness, robustness, and 
accessibility are described, which influence the reliability of a TRS. In sections 3 and 4 the 
graph presentations and mathematical descriptions of a unimodal and multimodal TRS are 
given. The mathematical models for a probability of correct target recognition in these 
systems are presented. It was determined that the unimodal systems are characterized by a 
disadvantage - a vulnerability of the sensor to bad or noisy data as a result of the imperfect 
acquisition of captured features. In section 5 the new classes of the systems are described – 
multiple classification algorithm unimodal and multimodal systems (MAUMS and MAMMS). 
The graph presentations, mathematical descriptions of the MAUMS and MAMMS  are 
described. In section 6 the evaluation of the correct target recognition was made for different 
systems:  the unimodal system (UMS); multimodal systems with one algorithm and 2 and 3 
sensors (MMS-1A2S and MMS-1A3S); multi-algorithm unimodal systems with 2 and 3 
algorithms and one sensor (MAUMS-2A1S and MAUMS-3A1S), multi-algorithm multimodal 
systems with 2 algorithms and 2 sensors (MAMMS-2A2S), with 3 algorithms and 2 sensors 
(MAMMS-3A2S) and with 3 algorithms and 3 sensors (MAMMS-3A3S). The conditions of 
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systems' effectiveness were established. The modality of the algorithm's recognition 
probability pAM maximal value determination for an established threshold level of the 
system's recognition probability PST  was proposed. The values of pAM will describe the 
requirements for the quality and, respectively, the costs of the recognition algorithms. 

1. General structure of a target recognition system
A target recognition system (TRS) acquires the data of an object, extracts a feature set

from the data, compares this feature set against the feature sets stored in the database, and 
provides the results of the comparison [15]. A TRS consists of the next main components 
(Figure 1) [16]: sensor unit, which acquires the data of an object by scanning; quality 
assessment and feature extraction unit, which is used for further processing of the input data; 
local decision-making unit, in which the extracted templates are then matched against the 
stored templates and a matching score is given; output decision-making unit, in which the 
data from one or more local decision-making modules are processed and the final identity of 
the target is made; system database unit; the basic software, intended for general 
management of the processes in the system; the algorithmic software, used to realize the 
target recognition tasks. 

Figure 1. The structure of the target recognition system. 

 A target recognition system can consist of one or more sensors and processing 
modules, which include the units described previously.  The reliability of a TRS depends on 
the following characteristics [17]. Availability - indicates that a target should have distinct 
characteristics. Distinctiveness - this asserts that two targets should have adequately 
different characteristics. Robustness - it declares that characteristics should be constant over 
some time concerning matching characteristics. Accessible - it asserts that the features can 
be measured using a quantitative method, and can also be easy to image with electronic 
sensors. 

Unfortunately, not all the described requirements can always be achieved at the 
different stages of the target image acquisition and processing, which is reflected in the 
probability level of the target's recognition. 

2. Model of the unimodal target recognition system
The unimodal target recognition system consists of one sensor for target image

acquisition, one processing module, in which is realized one recognition algorithm, and one 
output decision-making unit [18]. The processing module includes a quality assessment and 
feature extraction unit, local decision-making unit, and database unit.  The unimodal system 
can be presented in the form of a graph shown in Figure 2. 
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Figure 2. The graph presentation of the unimodal system: S – sensor, A – algorithm, 
D – output decision-making module. 

Let T(x,y) be the function that describes the input target. Following algorithm A of 
target recognition, at the first stage will be extracted the features FA={f Ai}, i=1÷I from the 
function T(x,y). At the second stage will be determined the matrix DA=min{W[FA, FAj]}, were 
FAj={fAj} – features of the reference targets, j=1÷J. At the next stage, the input target will be 
identified. The probability of correct recognition of the target T(x,y) in the system will be: 

PUMS = pA (1) 

where pA is the probability of correct recognition of the target based on algorithm A. 

In article [19] the recognition system, based on the Image Moments Features 
algorithm, principal component analyses algorithm, and correlation algorithm. The software 
application captures the target's images via a video camera, creates the database, and realizes 
different recognition algorithms. The probability of correct target recognition varies from 0.6 
for the IMF algorithm to 0.85 for the correlation algorithm. 

The unimodal systems are characterized by a disadvantage - a vulnerability of the 
sensor to bad or noisy data as a result of the imperfect acquisition of captured features. This 
limitation can influence the results of the correct recognition. 

3. Model of the multimodal target recognition system
The multimodal systems consist of a set of sensors and processing modules, every one

of which realizes one algorithm for target recognition [20]. Multimodal TRS is more reliable 
than a unimodal system because many independent recognition modalities are used [21]. 

Let the functions Tk(x,y), k=1÷K,  describe the patterns generated by different sensors 
(Figure 3). For every function, Tk(x,y) the respective recognition algorithm Ak will be used 
which will permit the recognition of the target with a probability pAk.  

In this case, the probability of correct target recognition in the multimodal system can 
be described as: 

    K 

PMMS = 1- Π(1-pAk) (2) 
   k=1 

were Π is the product function. 

Figure 3. The graph presentation of the multimodal recognition system.



 Multiple classification algorithms unimodal and multimodal target recognition systems 91 

Journal of Engineering Science  September, 2021, Vol. XXVIII (3) 

4. Multiple classification algorithm recognition systems 
To increase the reliability of TRS a new approach was proposed – to use a set of 

classification algorithms in the systems. This approach will permit the development of new 
kinds of systems - Multiple Classification Algorithms Unimodal and Multimodal Systems. 

 

4.1. Multiple classification algorithms unimodal system 
In the Multiple Classification Algorithms Unimodal System (MAUMS) one sensor is 

used and a set of the recognition algorithms is employed  (Figure 4). Let T(x,y) describe the 
input target, to which will be applied a set of the recognition algorithms {Aq}, q=1÷Q. As a 
result will be obtained a set of matrixes {DAq}, q=1÷Q, each of which will be characterized by 
a probability of correct target recognition pAq. 

 
Figure 4. The graph presentation of the MAUMS system. 

 
In this case, the correct recognition probability of the target T(x,y) in the system can 

be evaluated as: 
                                                                             Q 

 PMAUMS=1-Π(1-pAq) (3) 
                                                                            q=1 

 

4.2. Multiple classification algorithms multimodal system  
In the Multiple-Algorithm Multimodal System (MAMMS) a set of the sensors {Si}, i=1-

L is used and the data from them are processed by different recognition algorithms (Figure 
5). Let the functions Tl(x,y), l=1÷L,  describe the input targets. For every function Tl(x,y) a set 
of the recognition algorithms {Alz}, z=1÷Zl will be applied, which will permit the recognition 
of the target with a probability pAlz. In this case, the probability of correct target recognition 
in the system can be described as: 

 

                                                                       L    Zl 

 PMAMMS=1-Π{Π(1-pAlz)} (4) 
                                                                      l=1 z=1 

 

5. Analysis of the  systems' target recognition probabilities 
The probability of the correct target recognition evaluation was made in the different 

systems based on the formulas (1), (3), (5), and (7). For evaluation there were selected the 
unimodal system (UMS); multimodal systems with one algorithm and 2 and 3 sensors (MMS-
1A2S and MMS-1A3S); multi-algorithm unimodal systems with 2 and 3 algorithms and one 
sensor (MAUMS-2A1S and MAUMS-3A1S), multi-algorithm multimodal systems with 2 
algorithms and 2 sensors (MAMMS-2A2S), with 3 algorithms and 2 sensors (MAMMS-3A2S) 
and with 3 algorithms and 3 sensors (MAMMS-3A3S). For simplicity, it was supposed that the 
recognition probability pA of different algorithms is the same. The results of the calculations 
are presented in Table 1 and Figure 6, and show the following. The most effective are the 
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multi-algorithm multimodal systems (MAMMS). The recognition effectiveness of the system 
MAMMS-3A3S is equal to 1.0 starting from the algorithm's identification probability pA= 0.7. 
The recognition effectiveness of the systems MMS-1A2S and MAUMS-2A1S, of the MMS-1A3S 
and MAUMS-3A1S, of the MAMMS-3A2S and MAMMS-2A3S is the same. 

Figure 5. The graph presentation of the MAMMS system. 

The maximal value of the algorithm's recognition probability pAM is proposed to 
determine for an established threshold level of the system's recognition probability PST. The 
values of pAM will describe the requirements for the quality and, respectively, the costs of 
the recognition algorithms used in the systems. In the last row of Table 1 and Figure 7, the 
values pAM are presented for PST≥0.99. It is evident, that in the MAMMS systems the 
requirements for recognition algorithms are lowest –  pAM=0.5-0.55. 

Table 1 
 Recognition probability of the systems, PS

pA 
UMS- 
1A1S 

MMS-
1A2S 

MMS-
1A3S 

MAUMS
- 

2A1S 

MAUMS
- 

3A1S 

MAMMS
- 

2A2S 

MAMMS
- 

3A2S 

MAMMS
- 

2A3S 

MAMMS
-3A3S

0.5 0.5 0.75 0.875 0.75 0.875 0.9375 0.98438 0.98438 0.99805 
0.55 0.55 0.7975 0.90887 0.7975 0.90887 0.95899 0.9917 0.9917 0.99924 
0.6 0.6 0.84 0.936 0.84 0.936 0.9744 0.9959 0.9959 0.99974 

0.65 0.65 0.8775 0.95713 0.8775 0.95713 0.98499 0.99816 0.99816 0.99992 
0.7 0.7 0.91 0.973 0.91 0.973 0.9919 0.99927 0.99927 0.99998 
0.75 0.75 0.9375 0.98438 0.9375 0.98438 0.99609 0.99976 0.99976 1.00 
0.8 0.8 0.96 0.992 0.96 0.992 0.9984 0.99994 0.99994 1.00 
0.85 0.85 0.9775 0.99663 0.9775 0.99663 0.99949 0.99999 0.99999 1.00 
0.9 0.9 0.99 0.999 0.99 0.999 0.9999 1.00 1.00 1.00 

0.95 0.95 0.9975 0.99988 0.9975 0.99988 0.99999 1.00 1.00 1.00 
pAM - 0.9 0.8 0.9 0.8 0.7 0.55 0.55 0.5 



Multiple classification algorithms unimodal and multimodal target recognition systems 93 

Journal of Engineering Science September, 2021, Vol. XXVIII (3) 

Figure 6. Recognition probability of systems. 

Figure 7. Algorithm's recognition probability pAM values at the system's recognition 
probability threshold level PST = 0.99. 

6. Conclusions
The general structure and main components of a target recognition system are

presented. The characteristics such as availability, distinctiveness, robustness, and 
accessibility are described, which influence the reliability of a TRS. 

The graph presentations and mathematical descriptions of a unimodal and multimodal 
TRS are given. The mathematical models for a probability of correct target recognition in 
these systems are presented. The unimodal systems are characterized by a disadvantage - a 
vulnerability of the sensor to bad or noisy data as a result of the imperfect acquisition of 
captured features. 

To increase the reliability of TRS, a new approach was proposed – to use a set of 
classification algorithms in the systems. This approach permits the development of new kinds 
of systems - Multiple Classification Algorithms Unimodal and Multimodal Systems (MAUMS 
and MAMMS). 

The graph presentations, mathematical descriptions of the MAUMS and MAMMS are 
described. The evaluation of the correct target recognition was made for different systems: 
the unimodal system (UMS); multimodal systems with one algorithm and  2 and 3 sensors 
(MMS-1A2S and MMS-1A3S); multi-algorithm unimodal systems with 2 and 3 algorithms and 
one sensor (MAUMS-2A1S and MAUMS-3A1S), multi-algorithm multimodal systems with 2 
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algorithms and 2 sensors (MAMMS-2A2S), with 3 algorithms and 2 sensors (MAMMS-3A2S) 
and with 3 algorithms and 3 sensors (MAMMS-3A3S). 

It was established that the most effective are the MAMMS systems. The recognition 
effectiveness of the system MAMMS-3A3S is equal to 1.0 starting from the algorithm's 
identification probability pA= 0.7.  The recognition effectiveness of the systems MMS-1A2S 
and MAUMS-2A1S, of the MMS-1A3S and MAUMS-3A1S, of the MAMMS-3A2S and MAMMS-
2A3S is the same. 

The conditions of systems' effectiveness were established. For pA < 0.55 the system 
MAUMS-2A1S is more effective than other systems. For pA <0.7 the system MAUMS-3A1S is 
more effective than the system MMS-1A2S and the system MAMMS-2A2S is more effective 
than the system MMS-3S. The system MAMMS-3A2S is more effective in comparison with the 
system MAMMS-2A3S. 

The modality of the algorithm's recognition probability pAM maximal value 
determination for an established threshold level of the system's recognition probability PST

was proposed. The values of pAM will describe the requirements for the quality and, 
respectively, the costs of the recognition algorithms. It was determined that in the MAMMS 
systems the requirements for recognition algorithms are lowest for PST≥0.99.  

It was established that the proposed target recognition systems of the MAMMS kind 
ensure higher recognition probability in comparison with other systems, and they can use 
more simple and, respectively, cheaper recognition algorithms. 

The proposed theory permits the system's design depending on a predetermined 
recognition probability. In the future, computer modeling and simulation of the proposed 
systems will be made and testing on the different kinds of targets. 
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