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Abstract. Statistical analysis reinforces the conclusion that road accidents are not random 
and even more unpredictable or unavoidable, although their occurrence is random. The 
concentration of road accidents at intersections is high, around 25-30% of the total number 
of road accidents. The intersection itself is an area of concentration of conflict points, where 
the occurrence of road accidents is both theoretically and practically possible due to the 
contact of vehicle flows from three different directions: intersecting, separating and merging. 
Increasing the safety of intersections therefore boils down to taking measures to reduce the 
number of conflict points and the degree of their potential danger. The article describes the 
purpose, advantages and disadvantages, conflict points, classification and types of 
roundabouts. The benefits of roundabout organization in terms of road traffic safety, 
environmental safety and increasing the road's passing capacity, thus reducing waiting time 
at intersections, are also analyzed. 

 

Keywords: roundabout, intersection, conflict points, road accidents, road traffic safety, 
environmental safety, roundabout capacity. 

 

Rezumat. Analizele statistice întăresc concluzia, că accidentele rutiere nu sunt întâmplătoare 
şi cu atât mai mult imprevizibile sau inevitabile, cu toate că apariţia lor este aleatoare. 
Concentrația accidentelor rutiere la intersecții este una mare, circa 25-30% din numărul total 
de accidente de circulație. Intersecția prezintă în sine o zonă de concentrare a punctelor de 
conflict, unde apariția accidentului rutier atât teoretic, cât și practic este posibilă datorită 
contactului fluxurilor de vehicule din trei direcții diferite: de intersectare, separare și 
fuzionare. Prin urmare, creșterea siguranței intersecțiilor se reduce la întreprinderea unor 
măsuri de reducere a numărului punctelor de conflict și gradului de pericol potențial al 
acestora. În articol sunt descrise destinația, avantajele și dezavantajele, punctele de conflict, 
clasificarea și tipurile de sensuri giratorii. De asemenea, sunt analizate beneficiile organizării 
sensului giratoriu privind siguranța traficului rutier, securitatea ecologică și ridicarea 
capacității de trecere a drumului, astfel reducând timpul de așteptare la intersecții. 

 

Cuvinte cheie: sens giratoriu, intersecție, puncte de conflict, accidente rutiere, siguranța circulației 
rutiere, siguranța ecologică, capacitate de trecere a intersecției. 
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1. Introduction 
In global road traffic management practices, one of the most effective methods of 

reducing traffic accidents is considered to be roundabout intersections [1]. In many countries 
in Western Europe, North America and Australia, the effectiveness of using roundabouts is 
convincingly confirmed by the reduction of all crash indicators, in particular by the reduction 
in crash severity and the decrease in the number of road traffic accidents with fatalities. 

Roundabout intersection or roundabout is the intersection, where approaching vehicles 
decelerate and begin to circle around the central „island” counterclockwise on roads with 
traffic on the right side of the road, or clockwise on roads with traffic on the left side of the 
road, until exiting onto a roundabout arterial (convergence) [2]. 

Roundabouts are intersections formed by a one-way circular path around a central 
island. Thus, the roundabout can be compared as a one-way road with a sequence of 
T-intersections (Figure 1) [3-5]. 

 

  
 

Figure 1. Roundabout intersection shown as a one-way road 
with a sequence of T-junctions [3,4]. 

 

In the literature, roundabouts are attached to a broad class of circular road junctions 
(circular intersections). However, not every circular road junction is considered to be a 
roundabout. There are three types of circular road junctions [1]. 

Rotaries are an old type of circular road junctions, characterized by a large diameter, 
sometimes exceeding 100 m. The large diameter is due to the high projected traffic speeds, 
which exceed 50 km/h. Such junctions provide a slight deviation from linear traffic and may 
operate according to the „right obstruction” rule (in countries with right-hand traffic), i.e. traffic 
entering the circle has priority over traffic moving in the circle. 

Neighborhood traffic circles are circular road junctions usually located on local streets 
in residential areas for traffic calming. The entrances to such junctions may be undirected or 
accompanied by signs and road markings, which indicate the priority of traffic on the circle. 
Such intersections are usually not accompanied by flow channelization (i.e. no separation 
islands are created at the entrance along the roadway axis). Lately, this type of roundabout 
intersection is becoming more widespread and is used as a means of traffic calming. 

Roundabouts are circular road nodes with established geometrical parameters and 
form of organization of the flow of road traffic, including [1]: 

• „Yield” or „Mandatory stop” road signs at circle entrances [6]; 
• geometry of the intersection in plan – radii of the roadway side of the circle, of the 

unimmediate entrances to and exits from the roadway side of the circle, of the approaches to 
the intersection, which do not allow the development of a speed greater than 50 km/h; 

• mandatory canalization of road flows at the entrances to the circle, while the 
separation islands at the entrances are used as safety islands for pedestrians. 
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The term roundabouts originated in the United Kingdom as early as 1929 with the 
Ministry of Transportation and the Institute of Town and Country Planning. It should be noted 
that Florida's Roundabout Intersection Guidelines (FRG 1996) introduced a new term „modern 
roundabout”, which has come to be commonly used in technical literature. 

The first roundabout was organized in Paris around the Arc de Triomphe in 1901. 
Columbus Circle in New York was built in 1904. The first British roundabout followed in 1909 
(Letchworth Garden City) – originally planned as a pedestrian island. Later, during 1925-1926 
in the UK, several roundabout intersections were built in different parts of London. At that 
time, when designing intersections, they were guided only by accumulated experience and 
intuition. Widespread use began in the mid-1960s, when English engineers perfected the 
system for guiding the flow of cars [1]. 

In fact, in 1966, the UK adopted a new priority rule – the main road flow moving 
around the circle has priority over the main road flow entering the circle. With the 
introduction of this innovation (modification) to roundabouts, the through capacity (by 
10-40%, according to a study by the Road Research Laboratory) and traffic safety levels 
increased significantly. The success of the introduction of modern roundabouts has revived 
interest in this type of intersections worldwide, especially in Europe. 

Since the late 1980s, roundabouts have become a widespread solution for road 
intersections in several countries, including the Netherlands, Norway, France, Switzerland, 
Sweden, Switzerland, the United States of America, Australia etc. In the Netherlands, about 
400 roundabouts were built in just six years, due to their advantages such as reduced 
accidents and the absence of the need for traffic lights. In Norway, the number increased 
significantly between 1990 and 1992, reaching 500 roundabout intersections. France has 
seen a rapid increase, reaching about 12080 roundabouts at the end of 1994 and more than 
27000 in 2005. In Sweden, there has been a significant increase in the number of roundabouts 
(more than 1000 in 2000), with studies showing that single-lane circles with a central island 
diameter of 10 to 20 m are the safest, reducing speed and accidents, especially those 
involving cyclists. The United States began building modern roundabouts in the 1990s with 
excellent results in reducing accidents, and by 2002 the number had exceeded 600. In the 
meantime, roundabouts have become very popular in many countries. In Australia, for 
example, the number has risen to over 10000, in the UK to over 25000 and in France to over 
32000 [7]. 

At busy intersections, waiting times for yielding transportation can be quite long. This 
would create opportunities for some road users to use all sorts of time-saving tricks. 
Intersection points and frequent turning conditions create dangerous situations, thus the 
overall traffic picture becomes seemingly uncontrollable. 

The traffic conditions at an intersection have a specific character, due to the existence 
of points where vehicle flows intersect with each other and vehicle flows with pedestrian 
flows. These points of contact are called „conflict points”, as they are where collisions are most 
likely to occur. In the case of the intersection of two roads with 
X-shaped two-way traffic (Figure 2a), 32 possible „vehicle-vehicle” conflict points can be 
determined [5-11], of which 16 intersection points (red color), 8 separation points (green 
color) and 8 merging points (blue color), as well as 8 possible „vehicle-pedestrian” conflict 
points (white color) [12]. 

As a rule, intersection points represent the greatest potential hazard, since the severity 
of the consequences of a road accident is greater than in the case of a road accident at the 
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points where the flows separate or merge. The number of conflict points and the potential 
danger of the intersection increases [12]: 

• as traffic intensity increases; 

• in the absence of direction restrictions; 

• when the number of traffic lanes increases; 

• when the width of the roadway increases; 

• in the absence of restrictions on the choice of lanes for the intersection of vehicle 
and pedestrian flows etc. 

 

 
 

Figure 2. Possible conflict points in an intersection [8]: 
a) X-shaped intersection; b) roundabout intersection. 

 

Frequent intersections and junctions of secondary roads with the main road hinder the 
smooth flow of traffic on the main road, increasing the potential risk of road accidents along 
its entire length.  

The risk of a traffic accident increases, in particular, when traffic intensity on secondary 
roads increases. In the absence of means of directing traffic, the waiting time at the entrance 
from the secondary road to the main road can be quite long. This causes drivers on the 
secondary road to take dangerous actions to reduce the waiting time, e.g. speeding up in 
order to „squeeze through”. 

Multi-lane roundabouts, although they can increase traffic handling capacity, can 
create new conflict points between traffic participants (Figure 3). When a roundabout has 
only one traffic lane, traffic usually flows smoothly. However, in the case of multi-lane 
roundabouts, vehicles choose different paths based on their intentions to accelerate, which 
can lead to path intersections. 

At the same time, drivers crossing a roundabout tend to travel in the most direct and 
shortest path. These intersections are not always foreseen in the original design and can 
create conflicts which, during periods of freer traffic, can be even more frequent, thus 
increasing the risk of accidents. 

a) b) 
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a) b) 

Figure 3. Possible conflict points at a roundabout intersection multi-lane roundabout [13]: 
a) equivalent intersection; b) non-equivalent intersection. 

 

Another negative aspect is that widening the roundabout does not always bring a 
proportional increase in traffic capacity. In multi-lane roundabouts, the center lanes are often 
less used, which leads to an inefficient use of the whole infrastructure and can cause 
congestion in the peripheral sections with a higher flow of vehicles. Thus the total capacity 
of the roundabout does not always align with traffic requirements. 

 

2. Solutions to improve road traffic flow and safety 
In order to improve traffic flow and reduce the risk of road accidents on high-traffic 

priority roads, it is usually recommended to design intersections in two or more levels. 
Various variants of such intersections are used, but they require large capital investments. 

The rich experience of some countries shows that less costly solutions can be used on 
public roads with low traffic intensity, which successfully improve traffic flow and safety. 
Proven and effective solutions include [9-11]: 

• dividing the X-shaped intersection into two T-shaped ones; 
• application of speed limiting measures by raising the intersection area, pedestrian 

crossing or applying artificial speed bumps; 
• channelization (routing) through the space in the form of markings of separating 

and merging flows; 
• channelization of flows by means of graded spaces (islands); 
• the organization of additional lanes in order not to hinder the movement of vehicles 

entering and exiting the intersection when turning right; 
• organization of the additional lanes in order not to hinder traffic in the intersection 

by vehicles turning left; 
• organization of the left-turn manoeuvre at right-turning intersections; 
• reorganizing the Y- or X-shaped intersection into a roundabout intersection etc. 
It is often proposed to build additional traffic lanes to increase the through capacity 

of busy intersections. Practice in many countries shows that increasing the number of lanes 
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at intersections leads to an increase in the number of road accidents. Norwegian studies show 
that after widening the intersection, the number of road accidents with injuries increases on 
average by 10% and the number of road accidents with property damage doubles. This 
phenomenon is explained by the following [11]: 

• the wider road in the intersection causes drivers to increase speed to cross the 
intersection faster; 

• the wider roadway increases the length of the pedestrian crossing, therefore also 
the length of time pedestrians is on the roadway side; 

• additional traffic lanes increase the willingness and possibilities to change lanes in 
the vicinity of the intersection, which increases the risk of road accidents not only at the 
intersection itself but also in the vicinity of the intersection. 

Therefore, in order to increase the passing capacity of congested intersections, 
nowadays more and more often, the reorganization of these intersections into roundabouts 
is applied. The aim and purpose of roundabout intersections are the following [14]: 

• distribution of road flows in nodes with a complex structure and a large number of 
intersecting roads; 

• increasing the through capacity of the intersection and reducing waiting time in 
front of the intersection; 

• increase road traffic safety; 
• traffic calming; 
• creating an architectural style specific to the urban environment; 
• introducing convenient forms of traffic management for left-turning and turning 

traffic flows; 
• reducing noise and traffic speed when locating junctions in close proximity to 

medical and educational institutions etc. 
The organization of roundabouts is not recommended: on road sections with a 

longitudinal gradient of more than 4%; at the beginning and end of road sections with long 
slopes and ramps; in the immediate vicinity of railway level crossings; when vehicles with an 
increased gauge size of more than 25% are present in the traffic flow. 

 

3. Advantages and disadvantages of organizing roundabouts 
Roundabout organization has the following advantages [3,7,11,14,15]: 
 reducing the theoretical number of „vehicle-vehicle” conflict points from 32 to 8 

(Figure 2b), of which 4 separation points (green color) and 4 merging points (blue color), as 
well as 8 possible vehicle-pedestrian conflict points (white color); 

 eliminating the area, where the most serious road accidents occur, with the help of 
the central island, which „covers” the area of the most dangerous intersection conflict points; 

 the complete elimination of the risk of serious head-on collision road crashes, with 
only the less dangerous conflict points of separation and merging of road flows, which reduce 
the likelihood and severity of road crashes; 

 low speed forcing by design, which forces drivers to slow down on entry, reducing 
the risk of serious crashes; 

 achieving the self-regulating property inherent to roundabouts, which ensures a 
constant uninterrupted flow of traffic at low speed, as opposed to traffic light routing; 
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 one-way routing of traffic inside the circle, which does not cause psychological 
stress on the driver's part due to the need to monitor traffic from other directions when 
waiting for the intersection entry interval; 

 exclusion of left-turn situation and turning maneuver from oncoming traffic; 
 low traffic speed, due to the smooth and calm rotation around the center island, 

which allows drivers to adequately assess the traffic situation and respond quickly, and in 
case of a road accident, the consequences, as a rule, do not become serious for the occupants 
of the car, being limited only to damage to the vehicle body; 

 the slow deceleration of the traffic flow on the circle, which reduces the number of 
braking – stopping – acceleration, helps to reduce the negative impact of transport on the 
environment (emissions, noise); 

 achieving more efficient traffic organization when passing through a junction with 
4 or more roads; 

 reduced capital costs compared to multi-level junctions; 
 reduced maintenance compared to signalized intersections, which require constant 

electricity, repairs and calibration; 
 lower long-term costs; once built, a roundabout can operate for decades with 

minimal intervention; 
 adaptability, which allows the effective use of roundabouts in various types of 

intersections: from urban, moderately trafficked intersections to major highway intersections; 
 increase traffic safety by 1.5-3 times compared to other types of intersections at the 

same level; 
 the organization of roundabouts helps to reduce the number of road accidents and 

the severity of their consequences etc. 
Among the disadvantages of the roundabout are [3,14,15]: 
 need in large areas of land compared to classic intersections, which can be a 

problem in dense urban areas with old infrastructure or buildings close to intersections; 
 reduced average traffic speed; 
 difficulties in organizing the crossing of pedestrians and cyclists in the absence of 

special infrastructure; 
 waiting time at the entrance to the circle during rush hours, when priority is given 

to vehicles traveling on the circle; 
 difficulties in organizing priority for passing vehicles; 
 confusion for inexperienced or unfamiliar drivers, roundabouts, which can cause 

uncertainty or hesitation; 
 inefficiency in heavy traffic when roundabouts can become congested, requiring 

additional interventions such as temporary traffic lights; 
 high upfront costs for design, construction and relocation of existing infrastructure; 
 increased risk of tipping of vehicles with high center of gravity as traffic speeds 

increase; 
 maneuvering difficulties for large vehicles, particularly at small roundabouts, 

requiring special solutions such as traversable center islands; 
 the need to create a fairly complex system of information assistance for drivers on traffic 

conditions etc. 
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4. Types of roundabouts 
In order to ensure a unified approach to the purpose, scope, geometric parameters, 

design and traffic organization, roundabout intersections are classified as follows [3,12,14]: 
Large roundabouts. They are primarily used on roads outside settlements with high 

design speeds. Entering the roundabout is performed with right turn, driving on the 
roundabout forward and exiting the roundabout with right turn. The outer diameter of the 
middle island of these circles is 100-120 m (Figure 4a), the estimated design speed – 
50 km/h, the number of converging roads ≤ 4, the estimated intensity – up to 70 thousand 
vehicles/24 h, the number of lanes on the entrance/exit – 2/2-3/3 and the number of lanes 
on the circle roadway – 2-3. 

 

  
a) b) 

Figure 4. Roundabout intersection [3, 12]: 
a) large roundabout; b) medium roundabout. 

 

Medium roundabouts. These are the most common intersections of this type for urban 
and non-urban roads. They possess a fairly high through capacity at a small node area. The 
outer diameter of the middle island of these circles is 25-80 m (Figure 4b), estimated design 
speed – 35-40 km/h, number of converging roads ≤ 5, estimated intensity – up to 35-40 
thousand vehicles/24 h, number of lanes on the entrance/exit – 2/2-3/3 and number of lanes 
on the circle roadway – 2-3. 

Small roundabouts. Abroad, this type of intersection is called compact. It is 
recommended to be used at the nodes of the local road network and trunk road network of 
regional significance. The outside diameter of the middle island of such circles is 20-25 m 
(Figure 5a), the outside diameter of the roadway – not more than 30 m, the width of the 4,5-
5,5 m, design speed – 25 km/h, number of convergent roads ≤ 4, estimated intensity – up to 
20-25 thousand vehicles/24 h, number of lanes on entry/exit – 1/1 and number of lanes on 
the circle – 1. 

At intersections with small roundabouts it is possible to organize a marginal lane of 
the middle island for large vehicles (Figure 5b). At such intersections it is no longer logical 
to apply the „classical” maneuvering scheme to the roundabout. Here, the right turn is passed 
through the circle in a single maneuver, and the entry onto the circle takes place from the 
steering island tangentially to the middle island. 

Mini roundabouts. These are used on local road networks for traffic calming. The 
outside diameter of the middle island of these circles is 13-18 m (Figure 6a), estimated design 
speed – 15-25 km/h, number of converging roads ≤ 4, estimated intensity – up to 15-20 
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thousand vehicles/24 h, number of lanes on the entry/exit – 1/1 and number of lanes on the 
circle roadway – 1. 

 

  
a) b) 

Figure 5. Roundabout [3, 12]: 
a) small roundabout; b) marginal lane of the middle island for large vehicles. 

 

At intersections with mini roundabouts, as well as at intersections with small 
roundabouts, a marginal lane of the middle island is organized for large vehicles (Figure 4b). 
The right turn and the entrance to the circle are identical. 

Roundabout road surfaces. These (Figure 6b) represent nodes formed in the process of 
historical development and organized for roundabout traffic. Road surfaces, when organizing 
the roundabout on them, are not subject to systematization and classification. The parameters 
of these intersections are determined by calculation or modeling methods. 

The main initial data, in this case, are the dimensions of the road surface, the intensity 
and composition of road flows, the correspondence matrix, the traffic management schemes 
on converging streets. At these intersections also the „classical” circular movement does not 
fit. Traveling in the circle at some exits might continue straight ahead in the right direction, 
at others go left. The entry on the circle, too, can be performed both in the forward direction 
and turning right. Estimated design speed – 20-40 km/h, number of converging roads ≥ 3, 
estimated intensity – up to 60 thousand vehicles/24 h, number of lanes on the entrance/exit 
– 1/1-3/3 and number of lanes on the circle roadway – 2-3. 

 

  
a) b) 

Figure 6. Roundabout [3,12]: 
a) mini roundabout; b) road surface with roundabout. 
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Simple roundabout intersections. Undirected intersections and junctions of local roads 
shall be equipped only with a guide island in the middle with a particularly small diameter, 
without changing the geometric parameters of the intersection. Travel in the intersection is 
carried out on the circle, which is provided with priority. It is applied in priority localities for 
the purpose of traffic calming. The use of central guide islands for traffic guidance is 
permitted. Simple roundabout intersections are organized under restricted traffic conditions. 
The central guiding island shall be in the form of a marker or construction with a slight bump 
for the passage of large vehicles (Figure 7). The outer diameter of the middle island of such 
circles is 4-10 m, the estimated design speed – 10-15 km/h, the number of converging roads 
≤ 4, the estimated intensity – up to 15 thousand vehicles/24 h, the number of lanes on the 
entrance/exit – 1/1 and the number of lanes on the circle roadway – 1. Such a roundabout 
can be organized practically at any intersection of two-lane roads without changing the 
intersection boundaries. 

 

  
 

Figure 7. Simple junction with roundabout [3, 12]. 
 

Auxiliary and incomplete roundabout intersections. This category includes intersections 
with roundabout elements, nodes with a transverse-circular circulation pattern. This type of 
intersections are designed as traffic nodes (Figure 8). Estimated design speed – 15-30 km/h, 
number of converging roads ≤ 5, the estimated intensity – up to 50 thousand vehicles/24 h, 
the number of lanes on the entry/exit – 1/1-3/3 and the number of lanes on the circle road 
– 1-3. Roundabouts with complex (non-standard) planning. 

 

  
 

Figure 8. Auxiliary and incomplete roundabout intersections [3,16,17]. 
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Turbo-turn intersections, intersections with dual center-guide island, intersections 
with mini-islands at entrances, intersections with central divided and segmented guide 
islands. Estimated design speed – 10-20 km/h, number of converging roads ≤ 5, estimated 
intensity – 15-50 thousand vehicles/24 h, number of lanes on the entrance/exit – 1/1-3/3 
and number of lanes on the circle road – 1-3. 

 

5. Roundabouts with complex planning 
Turbo-turned intersections (Figure 9) are multi-lane signalized intersections 

highlighted by a low curb stone in a spiral. They are formed by the arrangement of a central 
guiding island with a particularly complex shape and channelization of traffic. Their 
organization is due to the need to exclude additional conflict points at the intersection of 
vehicle traffic paths in the case of a two-lane roundabout. The throughput capacity of turbo-
roundabout intersections is 3 to 5.5 thousand vehicles/h. 

Pioneers in the development and implementation of turbo-turns are traffic engineers 
from the Netherlands. The main reason for the implementation of the new type of roundabout 
is the unsatisfactory traffic safety results in multi-lane roundabouts under high traffic 
intensity conditions. 

In the Netherlands, multi-lane roundabouts are no longer built and those that are built 
are reorganized as turbo-roundabouts. The application of turbo-roundabouts is permitted by 
British design standards and it is recommended that the management of vehicle flows in the 
roundabout should be achieved by road markings only. In the Netherlands low kerbs are used 
to separate the lanes of the roundabout. Roundabouts have become the subject of research 
and analysis in Germany. 

 

   
Throughput capacity 

2800 vehicles/h 
Throughput capacity 

3500 vehicles/h 
Throughput capacity 

3500 vehicles/h 

   
Throughput capacity 

4000 vehicles/h 
Throughput capacity 

4500 vehicles/h 
Throughput capacity 

5500 vehicles/h 
 

Figure 9. Turbo-turn junctions [3,14]. 
 

Turbo-turn intersections work on the principle of an uncoiled spiral, which extends 
outwards. Entering the outer ring of the turbo-turn, the vehicle moves in the same way as in 
a normal roundabout. The innovative element of the roundabout is the principle of moving 
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the vehicle, which has entered the roundabout on the inside lane. Travelling in the inside 
lane, the vehicle travels in a very clearly delimited strip by curbs, so that on exiting it will be 
on the outer ring, without colliding with vehicles in other lanes. 

The main features of turbo-turn are the following [18]: 
• two or more traffic lanes are organized, arranged by separation with a spiral curb; 
• the required lane must be chosen before entering the roundabout, consulting the 

signs and road markings; 
• when entering the roundabout, the driver shall give priority to vehicles in the 

roundabout and, if necessary, cross one or two traffic lanes; 
• in the turbo roundabout, flow crossings or lane-to-lane maneuvers are not 

permitted and are not possible because of the curb. 
The advantages of turbo-turn are the following: 
 simple and clear roundabout entry situation, when the driver gives priority to the 

vehicles traveling in the roundabout; 
 traffic fluidity and prevention of bottlenecks due to better organized traffic flow, 

thus reducing the risk of congestion; 
 the risk of road accidents due to lane changing is excluded; 
 the need for careful speed control due to lane dividers etc. 
The traffic lanes in turbo-turn roundabouts are separated by a low kerb. Thanks to this 

separation, the vehicle moves only within its own separate lane without the risk of colliding 
with another vehicle while maneuvering. 

At present, specialists in the Netherlands distinguish five types of four-input turbo-
turns (Figure 9). The Dutch classification of the roundabout is based on the criterion of the 
number of lanes into and out of the roundabout. The need to change the number of entry/exit 
lanes is determined by the actual traffic distribution picture in the roundabout. The safety of 
traffic flow at intersections is determined not only by the number of conflict points but also 
by the type of conflict. In turbo-roundabout roundabouts there are no intersection and 
narrowing conflicts, the only conflict is generated by the need to give priority to the vehicles 
on the roundabout. In this situation driver behavior is easily 
 

 
 

Figure 10. Points of conflict in a roundabout intersection [3, 19]: 
a) classic;  b) turbo-turn. 

a) b) 
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predictable as the vehicles travel in separate lanes. The separation of the traffic lanes helps 
to reduce the traveling speed, which reduces the risks. 

The reorganization of the four-entry multi-lane roundabout into a turbo-roundabout 
reduces the number of conflict points from 24 to 14 (Figure 10), where the red marked points 
are the points of merging or intersection of road flows, and the blue marked points are the 
points of separation of road flows. 

The problem of organization of roundabouts with turbo-roundabouts is more complex 
than the design of modern classical roundabouts. However, even if the costs of arranging 
roundabouts with turbo-turns are slightly higher than in the case of ordinary roundabouts, 
these investments are operationally recovered due to the significant increase in traffic safety 
and minimization of the number of road accidents, including financial and material losses, as 
well as saving lives. 

On the local road network, where it is not possible to create regular intersections, it is 
recommended to use roundabout intersections, using a number of organizational solutions 
(Figures 11a and 11b), in order to ensure the self-regulation of the traffic process. In order to 
facilitate the passage of other types of vehicles, e.g. trams and other routing vehicles on the 
lane specially reserved for them, intersections with split and segmented central guide islands 
are organized (Figure 11c) [14]. 

 

   
a) b) c) 

 

Figure 11. Roundabout intersections with complex planning [3, 14]: 
a) roundabout at a displaced intersection; b) roundabout at a complex junction with sewers; 

c) intersections with split and segmented central guidance islands. 
 

Technical solutions, which considerably reduce the number of conflict points and 
increase the crossing capacity of the intersection, but require huge capital investments, are 
roundabout intersections with turbine-turn (Figure 12a). A simpler and lower-cost solution 
are turbo-turn intersections of a special design (Figure 12b). 

 

  
a) b) 

Figure 12. Intersections with turbo and turbo-turn [3, 20]: 
a) with turbo-spin; b) with turbo-spin. 
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„Magic roundabout” intersections. This complex intersection (Figure 13) consists of five 
smaller roundabouts that direct traffic clockwise around a central circle that operates 
counter-clockwise [21]. Despite its strange appearance, this configuration is much more 
efficient than the classic roundabouts. Each of the outer circles serves for the entry and exit 
of cars on the corresponding road. 

Experienced drivers can cross the intersection more efficiently (yellow line), thus 
saving time, and less experienced drivers can go with the flow, bypassing the edges on the 
large outer circle (red line). 

 

  
 

Figure 13. Intersection with „magic roundabout” [3,21]. 
 

The junction was designed by engineer Frank Blackmore, who worked at the British 
Transportation and Road Research Laboratory. Swindon's famous junction came into being in 
1972. It was originally called the County Isles, but was quickly renamed the „magic 
roundabout”, eventually becoming the official name. 

Despite negative comments in the press, the Swindon junction has surprisingly good 
safety and efficiency indicators. The main property of the junction is the simplicity of the 
rules. Efficiency is achieved by reducing traffic speeds and increasing driver attention. 

 

6. Benefits of roundabout organization 
The roundabout intersection with regard to traffic safety occupies an intermediate 

position between a simple undirected and a directed intersection. Research in the UK, 
Denmark, Sweden, Norway, Australia, the Netherlands, Switzerland, Germany, the 
Netherlands, Norway, Australia, Switzerland etc. has shown the following [14,21,22]: 
roundabout intersections generally reduce total road accidents by 35%, road accidents with 
fatalities by 90%, road accidents with injuries by 75%, road accidents involving pedestrians 
by 35% and road accidents involving cyclists by 10%. According to the road accident severity 
index, roundabout intersections are more effective on roads outside settlements, where the 
number of road fatalities is reduced by more than 2 times. At roundabout intersections in 
built-up areas this index is 18-20%. 

Roundabout intersections provide a higher through capacity than regular X-shaped 
intersections, both directed and undirected. This is explained, by transforming the flow of 
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intersecting or turning flows, which are usually related to waiting periods and can create 
obstacles to other flows, into decelerated traffic on the circle. Although, the circular path 
reduces the speed of movement, the total intersection crossing time decreases, as the need 
for a complete stop of vehicles occurs quite rarely. 

The magnitude of the time gain depends on the traffic intensity, the variations in traffic 
intensity during the day and the distribution of transportation flows on the side roads 
entering the circle, therefore it is difficult to present general figures. In a study in Germany it 
was observed that the waiting time for a car at a roundabout intersection is on average 15 s 
shorter than at a traffic-light controlled intersection with a traffic intensity of 500 to 2000 
cars/h. A study in Sweden of 20 non-equivalent undirected intersections that were 
reorganized into roundabout intersections showed that cars entering from the main road lost 
an average of 2.3 s/car, while cars entering from the secondary road gained  
4.4 s/car [21]. 

Recently, in Western European countries (especially Germany and France), active 
X-shaped intersections are being actively replaced by roundabout intersections. Prerequisites 
for the implementation of such measures, serve the high content of toxic gases in the area of 
intersections and their reduced passing capacity. The controlled traffic flow requires the 
transport flow to move in a stop-brake-accelerate mode. This traffic regime is accompanied 
by an increase in harmful emissions into the atmosphere. The reorganization of the X-shaped 
intersection transforms the polluting transport flow regime into a cleaner and more fluidized 
regime of continuous circular motion. 

In a study in Denmark it was observed that the emission of hydrocarbons (HC), carbon 
oxides (CO) and nitrogen oxides (NOx), calculated in grams/km travelled, is on average 5-10% 
lower when driving through a roundabout than when driving through a traffic light controlled 
intersection. A study in Sweden showed a 29% reduction in carbon monoxide emissions and 
a 21% reduction in nitrogen oxides emissions after reorganizing the traffic-light controlled 
intersection into a roundabout [20]. 

A group of researchers at Kansas State University (USA) carried out an experiment, 
recording vehicle emissions at six locations: three classic intersections and three 
roundabouts. Twice a day (morning and evening), the scientists measured the amount of 
pollutants in the air and recorded them. The results confirm that vehicles at roundabouts 
emit significantly less harmful substances than vehicles at regular intersections. On average, 
carbon monoxide emissions fell by 33% and carbon dioxide, which is America's most 
polluting pollutant, by 46%. Other gases, such as nitrogen oxides and hydrocarbons, fell by a 
third and a half respectively. 

The social and aesthetic benefits are to improve the pedestrian appearance and can 
serve as community landmarks. Roundabouts can be landscaped with green spaces, fountains 
or works of art, contributing to the aesthetics of the city. They can also be used at urban and 
rural intersections, highways and parking lots. Mini and turbo roundabouts are ideal for 
improving safety and flow in busy neighborhoods. 

While roundabout intersections offer many advantages, they are not without their 
critics and challenges. One of the main complaints is related to driver confusion, especially 
among inexperienced drivers and those unfamiliar with the rules of the road at such 
intersections. 

Another aspect criticized is the space needed to build a roundabout. In densely 
populated urban areas, the creation of such a roundabout may require the demolition of 
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buildings or significant changes to existing road infrastructure. These modifications can be 
costly and may be resisted by the local community. 

Also, roundabouts are not always the best solution for all intersections. In the case of 
extremely busy intersections, they can become overloaded and cause bottlenecks, especially 
during rush hours. In such situations, alternative solutions, such as intelligent traffic lights or 
zebra crossings, may be more effective. 

 

7. International road accident statistics after roundabout implementation [1] 
Australia. In 1981 the results of the implementation of 73 roundabouts were 

evaluated. There was a 74% decrease in the rate of road accidents, while property damage 
from road accidents decreased by 32% and the number of road accidents involving 
pedestrians decreased by 68%. For 3 years there were no fatal road accidents. 

In 1990, at the 15th Australian Road Research Board conference, an analysis of road 
accident statistics at 230 intersections in New Wales before and after their conversion to 
roundabouts was presented. The average number of road accidents at an intersection per year 
fell by 41.5% from 3.910 to 2.289, the average number of road accidents with persons injured 
at an intersection per year – by 45.4% from 1.045 to 0.571 and the average number of persons 
killed at an intersection per year – by 62.5% from 0.024 to 0.009. 

Belgium. In Wallonia in the 90s of the last century, the number of roundabouts 
increased 10-fold, while the total number of road accidents at roundabouts increased only 2-
fold. In the period 1992-2000, the experience of converting 122 undirected intersections into 
roundabouts was studied, while it was found that: 

 the average number of road accidents with traumatized persons at an intersection 
per year after the transformation was reduced by 41.6%, from 1.352 to 0.789; 

 the average number of serious road crashes at an intersection per year was reduced 
by 48% from 0.373 to 0.194. 

UK. During research in 1984, it was found that the annual number of road accidents at 
roundabout intersections averaged 3.31, of which only 16% were road accidents with injuries 
and fatalities, and the average number of road accidents per 100 million vehicles passing 
through roundabouts was 27.5. Studies carried out in this country indicate that roundabouts 
have led to a decrease in waiting times by up to 20% and a reduction in road accidents by up 
to 50% in some regions [23]. 

Repeated studies on the evaluation of road accidents at different roundabouts have 
been carried out between 1999 and 2003. It was established, that the average number of 
road accidents at a roundabout per year was 1.77, of these only up to 7% were road accidents 
with traumatized and fatalities. Compared to 1984, the rate of road accidents at roundabouts 
has decreased by 46.5%. 

Netherlands. At the end of 1992, 181 roundabouts were surveyed in the Netherlands. 
The intersections were previously undirected, but due to the high rate of traffic accidents, 
they were converted into roundabouts as a result: 

 the average number of road traffic accidents at an intersection per year after the 
transformation was reduced by 51% from 4.9 to 2.4; 

 the average number of people traumatized at one intersection per year has been 
reduced by 71.5% from 1.3 to 0.37. 

USA. According to a report by the Federal Highway Administration, there are more than 
7000 roundabouts in the United States and the number is growing. This expansion is 
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supported by data showing that, on average, roundabouts reduce fatal crashes by 90% and 
total crashes by 75% compared to traditional signalized intersections [23]. 

According to a federal source in 2000 a study was conducted at 24 intersections 
converted to modern roundabouts in the states: California, Colorado, Florida, Kansas, Kansas, 
Maryland, South Carolina and Vermont. The effect was as follows: reduction in the number of 
road accidents – 39%; reduction in the number of road accidents with injured persons – 76%. 

The above-mentioned source reported that a study of 15 small, single-lane 
roundabouts on the roadway side of a circle in Maryland (2002) showed their exceptional 
effectiveness. The following results were obtained: reduction in the number of accidents road 
accidents – 60%; reduction in the number of road accidents with traumatized 
persons – 82%; number of fatalities – 100%; reduction in property damage only – 27%. 

A more recent study of 8 intersections in Maryland published the following data: 
 the average number of traffic crashes at an intersection per year after the 

transformation was reduced by 75.8%, from 5.9 to 1.43; 
 the average number of traffic crashes per 100 million vehicles passing through the 

intersection decreased by 76.7%, from 1.59 to 0.37 after the transformation. 
Another interesting fact: 60 roundabouts have been built in the city of Carmel, Indiana 

(more than in any other city in the United States) and, as a result, there has been an 80% 
reduction in injuries and a 40% reduction in road accidents [7]. 

According to the Institute for Highway Safety, modern roundabouts generally show a 
reduction in American practice: 

• of road accidents with fatalities of 90%; 
• 76% of road accidents with trauma; 
• 30-40% of road accidents involving pedestrians; 
• 10% of road accidents involving cyclists. 
A 2004 study estimated that converting 10% of classic intersections in the US to 

roundabouts would have prevented 51000 traffic crashes in 2018, including 231 fatalities 
and approximately 34000 road crashes with trauma. It notes that the study covers single-lane 
intersections. Meanwhile, a 2019 Insurance Institute for Highway Safety study also found that 
the safety of two-lane roundabouts also improves over time as drivers get used to the new 
roundabout. Researchers analyzed roundabout intersections built in Washington State 
between 2009-2015 and found that traffic crashes at two-lane roundabouts decreased by an 
average of 9%/year [24]. 

France. An analysis of the results of the implementation of 83 roundabout 
intersections in France in 1986 showed the following indicators: 

 the average number of road accidents with traumatized persons at an intersection 
per year after the conversion was reduced by 78.2%, from 1.42 to 0.31; 

 the average number of fatalities per intersection per year has decreased by 82.4% 
from 2.78 to 0.49; 

 the average number of persons killed at an intersection per year decreased by 87.5% 
from 0.16 to 0.02. 

Germany. In 1995, an experiment was carried out in Germany in which 13 ordinary 
undirected intersections were converted into mini roundabouts. It was established that the 
use of a mini roundabout instead of a regular intersection in an urban environment leads to 
a significant reduction in accidents and average road accident damage: 
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 The average number of road accidents per 1 million vehicles passing through the 
intersection decreased by 29.1% from 0.79 to 0.56 after the transformation; 

 The average number of serious road accidents per intersection per year decreased 
by 48% from 0.373 to 0.194. 

 

8. Conclusion 
According to road accident statistics at roundabout intersections, unlike traditional 

roundabouts, there are almost no head-on, right-turn and left-turn collisions. The reasons are 
speed reduction and one-way traffic. These characteristics of roundabouts generally reduce 
total road crashes by 35%, road crashes with fatalities by 90%, road crashes with injuries by 
75%, road crashes involving pedestrians by 35% and road crashes involving cyclists by 10%. 

In conclusion, it is safe to say that, with the stated aim of increasing road traffic safety, 
improving environmental safety and increasing road capacity, which reduces waiting times 
at intersections and subsequently translates into savings, roundabout intersections are a 
great solution. The organization of roundabouts from every technical and architectural point 
of view is of major practical interest for many countries, including the Republic of Moldova. 
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Abstract. In this paper general formulas for the likelihood function have been derived in the 
case when uncensored/censored statistical data refer to the lifetime of serial-parallel and 
parallel-serial type networks when the lifetimes of the system units are independent, 
identically distributed random variables, the number of subsystems and the number of units 
in each subsystem are random variables with power series type distribution. The formulas 
can be applied to obtain maximum likelihood estimators for the parameters of the lifetime 
distribution of the mentioned networks. The results are illustrated by examples of concrete 
probabilistic models. 

 

Keywords: lifetime distributions, Power Series Distribution, serial-parallel and parallel-serial 
networks, likelihood function, maximum likelihood estimator. 

 

Rezumat. În lucrare au fost deduce formule generale pentru funcția de verosimilitate în cazul 
în care datele statistice necenzurate/cenzurate se referă la durata de viață a rețelelor de tip 
serial-paralel și paralel-serial, când duratele de viață ale unităților sistemului sunt variabile 
aliatoare independente, distribuite identic, numărul de subsisteme și numărul de unități din 
fiecare subsistem sunt variabile aliatoare cu distribuție de tip serie de puteri. Formulele pot 
fi aplicate pentru a obține estimatori de verosimilitate maximă pentru parametrii distribuției 
duratelor de viață ale rețelelor menționate. Rezultatele sunt ilustrate prin exemple de 
modele probabilistice concrete. 

 

Cuvinte cheie: distribuția duratei de viață, Distribuție de tip Serie de Puteri, rețele serial-paralelele 
și paralel-seriale, funcția de verosimilitate, estimator de verosimilitate maximă. 

 

1. Introduction 
 The problem of obtaining maximum likelihood estimators for the lifetime distribution 
parameters of serial-parallel and parallel-serial networks first requires knowledge of the 
likelihood function based on both uncensored and censored statistical data. Since dynamic 
probabilistic models have already been launched and researched for the mentioned networks, 

https://doi.org/10.52326/jes.utm.2025.32(2).02
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following which the most general analytical formulas were obtained [1], it is natural that they 
have a similar continuity in the case of the likelihood function. 

 

2. Auxiliary notions and results 
Here are the results from [1] that we will continue to rely on. It is about the two 

networks type A, serial-parallel and type B, parallel-serial [1], [2], according to Figure 1. 
The general probabilistic model, in the case of both networks, assumes the following: 
-the lifetimes of the network units are non-negative, independent, identically 

distributed random variables (i.i.d.r.v.) with the cumulative distribution function (c.d.f.) F (x)= 
FX (x, λ), where parameter λ ∈⁄  ⊆ 𝐑𝐑k; 

-the number M of subnets is a r.v. with possible values from the set of natural numbers, 
of the Power Series Distributions class (PSD) [3], [4} with the power series function 𝐵𝐵(𝜔𝜔) =
∑ 𝑏𝑏𝑚𝑚𝜔𝜔𝑚𝑚
𝑚𝑚≥1 , with the radius of convergence, τ > 0, i.e., 𝑃𝑃(𝑀𝑀 = 𝑚𝑚) = 𝑏𝑏𝑚𝑚𝜔𝜔𝑚𝑚

𝐵𝐵(𝜔𝜔)
, 𝑏𝑏𝑚𝑚 ≥ 0,𝑚𝑚 =

1,2, … ,𝜔𝜔 ∈ (0, 𝜏𝜏); 
- the numbers Nk of units in the subnets k = 1, 2, . . . , M are 0-truncated , i.i.d.r.v., of 

class PSD, with power series function, 𝐴𝐴(𝜃𝜃) = ∑ 𝑎𝑎𝑛𝑛𝜃𝜃𝑛𝑛𝑛𝑛≥1 , with the radius of convergence, τ > 

0, i.e.,  𝑃𝑃(𝑁𝑁𝑘𝑘 = 𝑛𝑛) = 𝑎𝑎𝑛𝑛𝜃𝜃𝑛𝑛

𝐴𝐴(𝜃𝜃)
, 𝑎𝑎𝑛𝑛 ≥ 0, 𝑛𝑛 = 1,2, … , 𝜃𝜃 ∈ (0, τ); 

-the lifetimes of the network units and the numbers M, Nk, k =1, 2, . . . , M are completely 
independent r.v. 

 

 
a) b) 

Figure 1. Schematic representation of serial- parallel and parallel-serial networks: a) Serial-
Parallel Network scheme; b) Parallel-Serial Network scheme [1]. 

 

From [1] we will call on the following: 

Propositon. The cumulative distribution functions  𝑈𝑈(𝑥𝑥;  𝜆𝜆, ∝,𝜔𝜔) ) and  𝑉𝑉(𝑥𝑥;  𝜆𝜆, ∝,𝜔𝜔) ) of 
the lifetimes of the networks, respectively, of serial-parallel type and parallel-serial type, can be 
calculated according to the formulas: 

 

 𝑼𝑼(𝒙𝒙;  𝝀𝝀, ∝,𝝎𝝎 ) = 𝟏𝟏 − 𝑩𝑩(𝝎𝝎(𝟏𝟏− 𝑨𝑨(𝜽𝜽𝜽𝜽(𝐱𝐱;𝛌𝛌)) / 𝑨𝑨(𝜽𝜽) )
𝑩𝑩(𝝎𝝎)

  (1) 
 

 𝑽𝑽(𝒙𝒙;  𝝀𝝀, ∝,𝝎𝝎 ) = 𝑩𝑩(𝝎𝝎(𝟏𝟏− 𝑨𝑨(𝜽𝜽(𝟏𝟏−𝑭𝑭(𝒙𝒙;𝝀𝝀))) / 𝑨𝑨(𝜽𝜽) )
𝑩𝑩(𝝎𝝎)

  (2) 

Remark. Because c.d.f. 𝑈𝑈(𝑥𝑥;  𝜆𝜆, ∝,𝜔𝜔) ) , as the lifetime distribution of serial-parallel 
network,  

coincides with c.d.f. of the r.v. 𝑚𝑚𝑚𝑚𝑚𝑚( 𝑚𝑚𝑚𝑚𝑚𝑚
1≤𝑖𝑖≤𝑁𝑁1

𝑋𝑋𝑖𝑖1 , 𝑚𝑚𝑚𝑚𝑚𝑚
1≤𝑖𝑖≤𝑁𝑁2

𝑋𝑋𝑖𝑖2, … , 𝑚𝑚𝑚𝑚𝑚𝑚
1≤𝑖𝑖≤𝑁𝑁𝑀𝑀

𝑋𝑋𝑖𝑖𝑖𝑖)  and 𝑉𝑉(𝑥𝑥;  𝜆𝜆, ∝,𝜔𝜔) ), 

as the lifetime distribution of the parallel-serial network, coincides with c.d.f. of the r.v. 
𝑚𝑚𝑚𝑚𝑚𝑚( 𝑚𝑚𝑚𝑚𝑚𝑚

1≤𝑖𝑖≤𝑁𝑁1
𝑋𝑋𝑖𝑖1 , 𝑚𝑚𝑚𝑚𝑚𝑚

1≤𝑖𝑖≤𝑁𝑁2
𝑋𝑋𝑖𝑖2, … , 𝑚𝑚𝑚𝑚𝑚𝑚

1≤𝑖𝑖≤𝑁𝑁𝑀𝑀
𝑋𝑋𝑖𝑖𝑖𝑖) , where Xij , i=1, ..., Nj , j=1, ..., M are lifetimes of all 

units, r.v. M ∈ PSD with power series function B(ω) and N1, N2, ..., NM  are i.i.d.r.v. as r.v. N ∈ PSD 
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with power series function A(θ), the distributions 𝑈𝑈(𝑥𝑥;  𝜆𝜆, ∝,𝜔𝜔) ) and 𝑉𝑉(𝑥𝑥;  𝜆𝜆, ∝,𝜔𝜔) ) will be 
called, respectively, Min-PSD(Max-PSD) and Max-PSD(Min-PSD) lifetime distributions in 
network reliability [1]. 

These general formulas allow us to determine, in practice, the likelihood function for 
any concrete serial-parallel or parallel-serial type network model, considered as a particular 
case of the models described above. We note, that from the Ec. (1)-(2) we have the following 
result [1]. 

Consequence.  If the lifetime of each unit is a r.v. of (absolutely) continuous type, then the 
lifetimes of the respective networks will be r.v. of (absolute) continuous type too. At the same time, 
if the lifetime of each unit is a r.v. of discrete type, then the lifetimes of the respective networks 
will be r.v. of discrete type too. 

 

3. Likelihood function based on uncensored data 
Let us consider the sample of size n of uncensored data (x1, x2, ..., xn) of the lifetimes of 

a network of type A or B. The fact that the data are uncensored means that the values x1, x2, 
..., xn represent the results of n observations made on the lifetime of the network from the 
start of its operation until its failure. The likelihood function is defined based on the 
Maximum Likelihood Principle, according to which: if a random event has occurred, then it 
means that this is the event with the highest probability to occur. 

In the assumption that c.d.f. of the lifetime of each unit of the network depends on a 
parameter, let’s say, λ, i.e., F (x) = F(x; λ). Then Ec. (1) − (2) show that the distributions of 
network lifetimes, generally, depend on 3 parameters, λ, θ, ω. 

 

Case1. The lifetime of each units is a r.v. of (absolute) continuous type 
Most of the probabilistic models that aim at the lifetime of the networks we approach 

start from the assumption that the lifetime of each unit is a r.v. of absolute continuous type. 
So, according to our Consequence, the lifetime of the network will also be a r.v. of absolute 
continuous type. This means that, having the Ec. (1) − (2) at our disposal, we can determine 
the probability density function (p.d.f.) of the lifetimes for serial-parallel networks and serial-
parallel networks, respectively, according to the formulas: 

𝑢𝑢(𝑥𝑥;  𝜆𝜆, ∝,ω ) = 𝑑𝑑𝑑𝑑(𝑥𝑥; λ,∝,ω )
𝑑𝑑𝑑𝑑

,   𝑣𝑣(𝑥𝑥;  λ, ∝,ω ) = 𝑑𝑑𝑑𝑑(𝑥𝑥; 𝜆𝜆,∝,ω )
𝑑𝑑𝑑𝑑

. 
This means that the respective likelihood functions will be written as follows: 

 

 𝑳𝑳𝑼𝑼(𝒙𝒙𝟏𝟏,𝒙𝒙𝟐𝟐 , . . . , 𝒙𝒙𝒏𝒏;  𝝀𝝀, ∝,𝛚𝛚 ) = ∏ 𝒖𝒖(𝒙𝒙𝒌𝒌;𝝀𝝀, ∝,𝛚𝛚 )𝒏𝒏
𝒌𝒌=𝟏𝟏   (3) 

 

 𝑳𝑳𝑽𝑽(𝒙𝒙𝟏𝟏,𝒙𝒙𝟐𝟐 , . . . ,𝒙𝒙𝒏𝒏;  𝝀𝝀, ∝,𝛚𝛚 ) = ∏ 𝒗𝒗(𝒙𝒙𝒌𝒌;𝝀𝝀, ∝,𝛚𝛚 )𝒏𝒏
𝒌𝒌=𝟏𝟏  (4) 

 

Example 1.  We will take as a special case of the models described by us, the case 
when the number of subnetworks M is not random, but is constant, being equal with natural 
number M , and the number of units Ni in the subnetwork number i = 1, …, M is also constant 
, being known and equal to a natural number N. Therefore, formally, we can consider that M 
is of the PSD class with the power series function B(ω) = ωM , but also that N is of the PSD 
class with the power series function A(θ) = θN . We assume, for example, that the lifetime of 
each unit is exponentially distributed r.v. with parameter λ > 0, i.e., with c.d.f. F(x)=(1-e-

λx)I[0,+∞](x). 
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The problem arises of constructing a maximum likelihood estimator (m.l.e.) for this 
parameter, having available the experimental data of the lifetimes (x1, x2, ..., xn) aimed at the 
results of the operation of n identical serial -parallel or parallel-serial networks. 

Solution. Substituting in the Ec. (1)-(2) the concrete expressions of the functions F(x), 
A(θ) and B(θ), we deduce that in this case the lifetime c.d.f. of the serial-parallel and parallel-
serial network are, respectively, 

 

 𝑼𝑼(𝒙𝒙;𝛌𝛌,𝐍𝐍,𝐌𝐌) = 𝟏𝟏 – �𝟏𝟏 – �𝑭𝑭 (𝒙𝒙)�𝑵𝑵�
𝑴𝑴

= 𝟏𝟏 − �𝟏𝟏 – �𝟏𝟏 − 𝒆𝒆− 𝝀𝝀 𝒙𝒙�𝑵𝑵�
𝑴𝑴
𝑰𝑰[𝟎𝟎,+∞)(𝒙𝒙)  (5) 

 

 𝑉𝑉 (𝑥𝑥;  𝜆𝜆,𝑁𝑁 ,𝑀𝑀)  =  �1 −  �1 −  𝐹𝐹 (𝑥𝑥)�𝑁𝑁�
𝑀𝑀

=  (1 – 𝑒𝑒− 𝜆𝜆𝑁𝑁𝑁𝑁)𝑀𝑀𝐼𝐼[0,+∞)(𝑥𝑥) (6) 
 

According to the above Consequence, because the lifetime of each unit is (absolutely) 
continuous r.v., we deduce that the lifetimes of our networks are (absolutely) continuous r.v. 
with, respectively, probability density functions 

𝑢𝑢(𝑥𝑥; 𝜆𝜆,𝑁𝑁 ,𝑀𝑀) = 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= (MNλ)𝑒𝑒−𝜆𝜆𝜆𝜆(1 − 𝑒𝑒−𝜆𝜆 𝑥𝑥)𝑁𝑁−1 (1 – (1 − 𝑒𝑒−𝜆𝜆 𝑥𝑥)𝑁𝑁)𝑀𝑀−1𝐼𝐼[0,+∞](𝑥𝑥)  

𝑣𝑣(𝑥𝑥; 𝜆𝜆,𝑁𝑁 ,𝑀𝑀) =
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

== MNλ𝑒𝑒−𝜆𝜆𝜆𝜆𝜆𝜆�1 − 𝑒𝑒−𝜆𝜆𝜆𝜆𝜆𝜆 �
M −1

𝐼𝐼[0,+∞](𝑥𝑥) 

So, Likelihood function, corresponding to the continuous data, for serial-parallel 
network is 

𝐿𝐿𝑈𝑈(𝑥𝑥1, 𝑥𝑥2 , . . . , 𝑥𝑥𝑛𝑛;  𝜆𝜆,𝑁𝑁 ,𝑀𝑀) = � 𝑢𝑢(𝑥𝑥𝑘𝑘; 𝜆𝜆,𝑁𝑁 ,𝑀𝑀) =
𝑛𝑛

𝑘𝑘=1
   

(𝑀𝑀𝑀𝑀𝑀𝑀)𝑛𝑛𝑒𝑒−𝜆𝜆𝜆𝜆∑ 𝑥𝑥𝑘𝑘𝑛𝑛
𝑘𝑘=1 ∗� �1 − 𝑒𝑒−𝜆𝜆 𝑥𝑥𝑘𝑘�𝑁𝑁−1

𝑛𝑛

𝑘𝑘=1
((1 – (1 − 𝑒𝑒−𝜆𝜆 𝑥𝑥𝑘𝑘)𝑁𝑁)𝑀𝑀−1 

and for parallel-serial network is 

𝐿𝐿𝑉𝑉(𝑥𝑥1, 𝑥𝑥2 , . . . , 𝑥𝑥𝑛𝑛;  𝜆𝜆,𝑁𝑁 ,𝑀𝑀) = � 𝑣𝑣(𝑥𝑥𝑘𝑘; 𝜆𝜆,𝑁𝑁 ,𝑀𝑀)
𝑛𝑛

𝑘𝑘=1
= 

(𝑀𝑀𝑀𝑀𝑀𝑀)𝑛𝑛𝑒𝑒−𝜆𝜆𝜆𝜆∑ 𝑥𝑥𝑘𝑘𝑛𝑛
𝑘𝑘=1 � �1 − 𝑒𝑒−𝜆𝜆 𝑁𝑁𝑥𝑥𝑘𝑘�𝑀𝑀−1

𝑛𝑛

𝑘𝑘=1
 

 

By the definition, the maximum likelihood estimator (m.l.e.) for the parameter λ, 
parameters M, N being known, represents that value 𝜆̂𝜆 for which the likelihood function takes 
its maximum value (see Maximum Likelihood Principle) [5]. For M > 1, N>1 , our likelihood 
functions can be maximized using numerical methods only, but for  M = 1, otherwise, when 
the parallel-serial network is always more reliable than the serial-parallel network, this 
problem can be explicitly solved for the parallel-serial network. Indeed, in this case, the 
maximum likelihood estimator (m.l.e.) 𝜆̂𝜆 for the parameter λ, our likelihood function can be 
maximized, solving likelihood equation: 

𝑑𝑑
𝑑𝑑𝑑𝑑
𝑙𝑙𝑙𝑙𝐿𝐿𝑉𝑉(𝑥𝑥1, 𝑥𝑥2 , . . . , 𝑥𝑥𝑛𝑛;  𝑁𝑁, λ) =0 

i.e., equation 
𝑑𝑑
𝑑𝑑𝑑𝑑

[𝑛𝑛(𝑙𝑙𝑙𝑙𝑙𝑙 + 𝑙𝑙𝑙𝑙𝑙𝑙) − ∑ 𝜆𝜆𝜆𝜆𝑥𝑥𝑘𝑘𝑛𝑛
𝑘𝑘=1 ] = 0     i.e., 

𝑛𝑛
𝜆𝜆 − 𝑁𝑁� 𝑥𝑥𝑘𝑘

𝑛𝑛

𝑘𝑘=1
= 0 

In this way, for paralel-serial network, we find that 

𝑚𝑚. 𝑙𝑙. 𝑒𝑒. 𝜆̂𝜆 =
𝑛𝑛

𝑁𝑁∑ 𝑥𝑥𝑘𝑘𝑛𝑛
𝑘𝑘=1
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Case 2. The lifetime of each units is a r.v. of discrete type 
The Ec. (1) - (2) being valid also when the lifetime of the network units is r.v. of discrete 

type, then, according to our Consequence, the lifetimes of the networks will of discrete type 
too. More precisely, if the lifetime X of each unit is this, for example, a r.v. with values from 
the set {0,1,2, ..., k, ...} given by the parametric probabilistic distribution 𝑃𝑃𝜆𝜆  (𝑋𝑋 =
𝑘𝑘), where 𝑃𝑃𝜆𝜆 (𝑋𝑋 = 𝑘𝑘) ≥ 0, 𝑘𝑘 = 0,1,2, . . ., ∑ 𝑃𝑃𝜆𝜆 (𝑋𝑋 = 𝑘𝑘) = 1𝑘𝑘≥𝑜𝑜 , then the lifetimes U and V of 
our networks will also be r.v. of discrete type too, with the possible values from the same set. 
Because for any integer value x from the set of possible values, for example, for r.v. U, we 
have that c.d.f. is equal with   𝑈𝑈(𝑥𝑥;  𝜆𝜆, ∝,𝜔𝜔) = ∑ 𝑃𝑃𝜆𝜆,∝,𝜔𝜔 (𝑈𝑈 = 𝑘𝑘),𝑘𝑘:𝑘𝑘≤𝑥𝑥  it turns out that for the 
lifetime U of the serial-parallel network 

 

𝑃𝑃𝜆𝜆,∝,𝜔𝜔 (𝑈𝑈 = 0) = U(0;  𝜆𝜆, ∝,𝜔𝜔),    and 
 𝑃𝑃𝜆𝜆,∝,𝜔𝜔 (𝑈𝑈 = 𝑘𝑘) = 𝑈𝑈(𝑘𝑘;  𝜆𝜆, ∝,𝜔𝜔) − 𝑈𝑈(𝑘𝑘 − 1;  𝜆𝜆, ∝,𝜔𝜔),𝑓𝑓𝑓𝑓𝑓𝑓 𝑘𝑘 ≥ 1  (7) 

Analogously, for the lifetime V of the parallel-serial type network 
 

𝑃𝑃𝜆𝜆,∝,𝜔𝜔 (𝑉𝑉 = 0) = 𝑉𝑉(0;  𝜆𝜆, ∝,𝜔𝜔),   and 
 𝑃𝑃𝜆𝜆,∝,𝜔𝜔 (𝑉𝑉 = 𝑘𝑘) = 𝑉𝑉(𝑘𝑘;  𝜆𝜆, ∝,𝜔𝜔) − 𝑉𝑉(𝑘𝑘 − 1;  𝜆𝜆, ∝,𝜔𝜔),𝑓𝑓𝑓𝑓𝑓𝑓 𝑘𝑘 ≥ 1  (8) 

 

According to the Maximum Likelihood Principle in Case 2, using Ec. (7) - (8), the 
respective functions for serial-parallel and parallel-serial networks will be written as follows: 

 

 𝐿𝐿𝑈𝑈(𝑥𝑥1, 𝑥𝑥2 , . . . , 𝑥𝑥𝑛𝑛;  𝜆𝜆, ∝,ω ) = ∏ 𝑃𝑃𝜆𝜆,∝,𝜔𝜔 (𝑈𝑈 = 𝑥𝑥𝑘𝑘)𝑛𝑛
𝑘𝑘=1 . (9) 

 

 𝐿𝐿𝑉𝑉(𝑥𝑥1, 𝑥𝑥2 , . . . , 𝑥𝑥𝑛𝑛;  𝜆𝜆, ∝,ω ) = ∏ 𝑃𝑃𝜆𝜆,∝,𝜔𝜔 (𝑉𝑉 = 𝑥𝑥𝑘𝑘)𝑛𝑛
𝑘𝑘=1  (10) 

 

where  𝑃𝑃𝜆𝜆,∝,𝜔𝜔 (𝑈𝑈 = 𝑥𝑥𝑘𝑘) 𝑎𝑎𝑎𝑎𝑎𝑎 𝑃𝑃𝜆𝜆,∝,𝜔𝜔 (𝑉𝑉 = 𝑥𝑥𝑘𝑘)  are calculated according to the Ec. (7) – (8). 
 

Example 2. We will consider the same model as in Example 1, with the difference that 
the lifetimes are random variables, independent, identically distributed geometrically with 
the parameter λ, 0<λ<1, i.e., lifetime is a r.v. given by distribution 

𝑃𝑃𝜆𝜆 (𝑋𝑋 = 𝑘𝑘) = λ(1 − 𝜆𝜆)𝑘𝑘,𝑘𝑘 = 0,1,2, … 
So, for each x, x=0,1,2, ..., c.d.f. 

𝐹𝐹(𝑥𝑥;  𝜆𝜆) = ∑ 𝜆𝜆(1 − 𝜆𝜆)𝑘𝑘𝑥𝑥
𝑘𝑘=0 = 1 −  (1 − λ)𝑥𝑥+1 

Using Ec. (5) – (6) we find that 
𝑃𝑃𝜆𝜆,,𝑁𝑁,𝑀𝑀 (𝑈𝑈 = 𝑘𝑘) = (1 − (1 − (1 − 𝜆𝜆)𝑘𝑘)𝑁𝑁)𝑀𝑀 − (1 − (1 − (1 − 𝜆𝜆)𝑘𝑘+1)𝑁𝑁)𝑀𝑀,𝑓𝑓𝑓𝑓𝑓𝑓 𝑘𝑘 ≥ 0 

 

Replacing these probabilities, respectively, in the Ec. (9) – (10), we obtain the 
corresponding Likelihood Functions for serial-parallel and parallel-serial networks. As they 
show, 𝑚𝑚. 𝑙𝑙. 𝑒𝑒. 𝜆̂𝜆 can only be found by numerical methods. 

 

4. Likelihood function based on censored data 
In Statistics data are called censored when the value of an observation is partially 

known. This is usually the case in survival/reliability analysis, where the time to a certain 
event is of interest, but for some studies, the event has not yet occurred at the time of 
analysis. For example, if we are studying the lifetime of a product, the censored data would 
be cases where the product is still working at the end of the study period, so we do not have 
an exact value for lifetime. 

There are several types of censorship [6,7]: 
 Right-censoring. We don't know what happens after a certain point. 
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 Left censoring. Left-censored observations occur in life test applications when a 
system has failed at the time of its first inspection; all that is known is that the unit 
failed before the inspection time. We have no information about what happened 
before a certain point. 

 Interval censoring. We know that the event occurred within a certain interval, but we 
do not know the exact time. 
Censoring is important because it affects how we analyze and interpret data. Statistical 

methods must be adapted to account for the incomplete information provided by censored 
data. It is important for us to know that in the case of censored data, the Likelihood Function 
is written more simply, because regardless of the type of data (discrete or (absolutely) 
continuous), we only need the c.d.f. of the observed variable. 

Regarding our case, when the lifetime Y, given by c.d.f. FY(x),  targets serial-parallel or 
parallel-parallel networks, the censored data is represented by random events of the form: 
{𝑌𝑌 ≤ 𝑎𝑎}, i.e., the data is left censored; {𝑎𝑎 < 𝑌𝑌 ≤ 𝑏𝑏}, i.e., the data is interval censored, {𝑌𝑌 > 𝑏𝑏}, 
i.e., the data is right censored, where 0<a<b<+∞. Otherwise, since the lifetime is a non-negative 
r.v., we note that both left censoring and right censoring can be considered special cases of 
interval censoring. Indeed: probabilities of these events are equals to 

 

𝑃𝑃{𝑌𝑌 ≤ 𝑎𝑎} = 𝐹𝐹𝑌𝑌(𝑎𝑎),  𝑃𝑃{𝑎𝑎 < 𝑌𝑌 ≤ 𝑏𝑏} = 𝐹𝐹𝑌𝑌(𝑏𝑏) − 𝐹𝐹𝑌𝑌(𝑎𝑎),𝑃𝑃{𝑌𝑌 > 𝑏𝑏} = 1 − 𝐹𝐹𝑌𝑌(𝑏𝑏). 
 

So, we may solve the problem of writing the Likelihood Function.  For this, it is 
sufficient to know the following information: 

(1) the a and b, as the values that determine the 3 types of data censoring;  
(2) the c.d.f. FY(x) of the lifetime Y, also known as a function, that depends on 3 

parameters, more exactly, FY(x) = 𝐹𝐹𝑌𝑌(x;  𝜆𝜆, ∝,ω); 
(3) the probabilities 𝑃𝑃{𝑌𝑌 ≤ 𝑎𝑎},𝑃𝑃{𝑌𝑌 > 𝑏𝑏},𝑃𝑃{𝑎𝑎 < 𝑌𝑌 ≤ 𝑏𝑏};  
(4) the sample size n of data and the numbers n1, n2 and n3, respectively, of the left, 

interval and right censored data, where n1+n2 + n3=n.  
Then, according to the Maximum Likelihood Principle, Likelihood Function 

corresponding to the censored data of lifetime Y is done by the formula: 
 

𝐿𝐿𝑌𝑌(𝑛𝑛1,𝑛𝑛2, 𝑛𝑛3 ; λ, ∝,ω) = 
[𝐹𝐹𝑌𝑌(𝑎𝑎;  λ, ∝,ω)]𝑛𝑛1] ∗ [1 − 𝐹𝐹𝑌𝑌(𝑎𝑎;  λ, ∝,ω)]𝑛𝑛2 ∗ [𝐹𝐹𝑌𝑌(b;  λ, ∝,ω) − 𝐹𝐹𝑌𝑌(a;  λ, ∝,ω)]𝑛𝑛3 . 

 

Replacing in this formula c.d.f. 𝐹𝐹𝑌𝑌(𝑥𝑥;  λ, ∝,ω)  with c.d.f. 𝑈𝑈(𝑥𝑥;  𝜆𝜆, ∝,𝜔𝜔 )   or c.d.f.  
𝑉𝑉(𝑥𝑥;  𝜆𝜆, ∝,𝜔𝜔 ), given by the Ec. (1)-(2), we obtain Likelihood Functions for serial-parallel and 
parallel-serial  networks.  

Remark. The above likelihood function represents the case when the data are censored 
on 3 intervals, but it can be extended, similarly, to the case when the number of censoring 
intervals is greater than 3. This will be illustrated in Exemple 3. 

Example 3. We will consider the same model as in Example 1, with the difference that 
we have n cenzored data, where number of left cenzored data with the threshold a is equal 
with n1, the number of  censored data by interval (a,b] is equal with n3 and number of right 
cenzored data with the threshold b is equal with n3,  a>0, a<b<+∞, n1+n2 + n3=n. Then, on the 
base of Ec. (11), using, respectively Ec. (5)-(6), the Likelihood Functions for serial-parallel and 
parallel networks may by write, respectively, as  

 

𝐿𝐿𝑈𝑈(𝑛𝑛1,𝑛𝑛2,𝑛𝑛3 ;  𝜆𝜆,𝑁𝑁,𝑀𝑀 = 
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𝑴𝑴�
𝒏𝒏𝟏𝟏
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𝑴𝑴
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𝑴𝑴�

𝒏𝒏𝟐𝟐
∗  {[�𝟏𝟏 – �𝟏𝟏 − 𝒆𝒆− 𝝀𝝀 𝒃𝒃)𝑵𝑵��

𝑴𝑴
}𝒏𝒏𝟑𝟑   (11) 

 

𝑳𝑳𝑽𝑽(𝒏𝒏𝟏𝟏,𝒏𝒏𝟐𝟐,𝒏𝒏𝟑𝟑 ;  𝝀𝝀,𝑵𝑵,𝑴𝑴) = 
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𝑴𝑴�

𝒏𝒏𝟑𝟑
 

(12) 

 

To find out the m.l.e. 𝜆̂𝜆 for the parameter λ we will take the case when the parallel-
serial networkis more reliable than serial parallel, i.e., the case when, according to the work 
[1], N<M. For example: N=2, M=3, and as the unit of lifetime we will take 1 year. To test the 
algorithm for obtaining a maximum likelihood estimate for the parameter λ, we simulate 
Monte Carlo [8]-[15], using Chat GPT 4, values of the lifetime of our network in the case, for 
example, when λ =0.2, i.e., when the lifetime . of each unit in the network has an average 
value equal to 1/ λ =5 years. Here are the simulated values  written as a variational string in 
ascending order:  

(1.23,1.67,1.89, 2.34,2.56,2.78,2.89,3.12,3.45,3.78,4.01,4.23,4.56,5.01,5.34,5.67,5.89, 
6.12,6.45,6.78). 

We assume that these data are censored according to the values a=2 years and b=4 
years. So, we assume that we have at our disposal, from a total number of n = 20 data, n1=3 
data censored on the left, n2=7 data censored on the interval (2,4] and n3=10 data censored 
on the right. Then the Likelihood Function is  

 

𝐿𝐿𝑉𝑉(3, 7,10;  λ, 2, 3) =
20!

3! 7! 10! ∗ ((1 − 𝑒𝑒−4𝜆𝜆)3)3 ∗ 

[�1 − 𝑒𝑒−8𝜆𝜆�
3
− �1 − 𝑒𝑒−4𝜆𝜆�

3
]7 ∗ [1 − �1 − 𝑒𝑒−8𝜆𝜆�

3
]10 

 

By means of the Mathematica 14.0 we find that value of λ for which the Likelihood 
Function takes its global maximum, that is, we find that m.l.e. 𝜆̂𝜆=0.0882487. Comparing it 
with the true value of λ=0.2, we find that the approximation is not so good. So it's a problem 
related to the nature of censorship. 

Now, on the base of the above simulated data, we assume that these data are censored 
according to the values a=2 years, b=4 years and c=6 years. That means we assume that we 
have at our disposal, from a total number of n = 20 data, n1=3 data censored on the left, n2=7 
data censored on the interval (2,4],  n3=7 data censored on the interval (4,6], and n4=3 data 
censored on the right. If in the previous case we had data censored on 3 intervals, now we 
will have to deal with data censored on 4 intervals. The method of calculating the Likelihood 
Function being similar, we find that 

 

𝐿𝐿𝑉𝑉(3, 7,7,3;  λ, 2, 3) = 20!
3!7!7!3!

∗ ((1 − 𝑒𝑒−4𝜆𝜆)3)3 ∗ ((1 − 𝑒𝑒−8𝜆𝜆)3 − �1 − 𝑒𝑒−4𝜆𝜆�
3

)7 ∗ 

∗ (1 − �1 − 𝑒𝑒−12𝜆𝜆�
3

)3 
 

Now, also by means of Mathematica 14.0, we find that value of λ for which the 
Likelihood Function takes its global maximum, i.e., we find that m.l.e. 𝜆̂𝜆 =0.214796 
satisfactorily approximates the true value of the parameter λ=0.2. 
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5. Conclusions 
General formulas in Eq. (1)-(2) for determining c.d.f. of lifetimes is a large source of 

dynamic probabilistic models for serial-parallel or parallel-serial networks, but also a basis 
for writing the Likelihood Function, when the data are uncensored or censored. Writing the 
likelihood function for censored data becomes simpler, because it does not depend on the 
type of lifetime as r.v. (discrete or continuous), using only c.d.f. But the problem of finding an 
m.l.e. which approximates as well as possible the true value of the unknown parameter is 
complicated, because it is difficult to match the censoring intervals. The fact that matching 
the censoring intervals is difficult, even when we rely on simulation data, shows us that in 
the case of real problems the use of maximum likelihood estimators must be done with great 
caution if the choice of censoring intervals does not have a mathematical reasoning. 
However, this is a problem that deserves to be researched more deeply. The examples given 
show that finding the maximum likelihood estimators becomes a maximization problem that 
can be solved, as a rule, by numerical methods. 

 

These results were presented at the International Conference on Electronics, 
Communications and Computing, ECCO 2024, 17-18 October, Chisinau, Republic of Moldova. 

 

Acknowledgments: The results were obtained within the Institutional Research Project 
020404 concluded with the Ministry of Education and Research of the Republic of Moldova.  

 

Conflicts of Interest: The authors declare no conflict of interest. 
 

References 
1. Leahu, A.; Andrievschi-Bagrin, V.; Ciorbă, D.; Fiodorov, I. On dynamic probabilistic models in network 

reliability. In: Changes and Innovations in Social Systems, Hoscova-Mayerova, S.; Flaut, C.; Flaut, D.; Rascova, 
P. (Eds); Springher Nature, Cham, Switzerland, 2025, 657 p. 

2. Kapur, K.C.; Lamberson, L.R. Reliability in engineering design. Wiley India Pvt. Limited, New Delhi, India, 2009, 
608 p. 

3. Noack, A. A class of random variables with discrete distributions. Annals of Mathematical Statistics 1950, 21, 
pp. 127–132.  

4. Leahu, A.; Andrievschi-Bagrin, V.; Ciorbă, D., Fiodorov, I. Once again about the reliability of serial-parallel and 
parallel-serial networks. In: International Conference on Electronics, Communications and Computing, 21-22 
October, 2021, Chisinau, Republic of Moldova, pp. 170-173. 

5. Barlow, R.; Proshan, F. Statistical Theory of Reliability and Life testing: Probability Models. Holt, Rinehart & 
Winston Inc., NY, USA, 1974, 290 p. 

6. Meeker, W. Q.; Escobar, L.A. Statistical Methods for Reliability Data. John Wiley & Sons, Inc., NY, SUA, 1989, 680 p.  
7. Lee, E. T.; Wang, J. W. Statistical Methods for Survival Data Analysis, 3rd Edition. John Wiley&Sons, New Jersey, 

USA 2003, 513 p. 
8. Gertsbakh, I.; Spungin Y. Models of Network Reliability: Analysis, Combinatorics and Monte Carlo, CRC Press, Boca 

Raton, USA, 2012, 217 p. 
9. Gertsbakh, I. Reliability Theory with Applications to Preventive Mentenance. Springer-Verlag Berlin Heidelberg, 

Germany, 2005, 215 p. 
10. Kroese, D.; Taimre, T.; Botev, Z. I. Handbook of Monte Carlo Methods. John Wiley & Sons, Inc., New Jersey, USA, 

2011, 727 p. 
11. Ross, S. M. Introduction to Probability Models. 10 th Edition. Elsevier, Amsterdam, Netherlands, 2010, 784 p. 
12. Faulin, J.; Juan, A.A.; Martorell, S.; Ramires-Marquez, J.-E. Simulation Methods for Reliability and Availability of 

Complex Systems. Springer-Verlag London Limited, London, UK, 2010, 315 p. 
13. Hoang Pham (Editor). Handbook of Reliability Engineering. Springer-Verlag London, London, UK, 2003, 663 p. 
14. O’Connor, P.T.D.; Kleyner, A. Practical Reliability Engineering, 5th Editions. John Wiley&Sons, New Delhi, India, 

2012, 484 p. 
15. Barbu, A.; Song-Chun Zhu. Monte Carlo Methods. Springer Nature, Singapore Pte Ltd, Singapore, 2020, 422 p. 



34 The likelihood function based on uncensored/ censored statistical data for Min-PSD(Max-PSD) and… 

Journal of Engineering Science  June 2025, Vol. XXXII (2) 

Citation: Leahu, A.; Andrievschi-Bagrin, V.; Rotaru, M. The likelihood function based on uncensored/ censored 
statistical data for Min-PSD(Max-PSD) and Max-PSD(Min-PSD) as lifetime distributions in network reliability. 
Journal of Engineering Science. 2025, XXXII (2), pp. 26-34. https://doi.org/10.52326/jes.utm.2025.32(2).02. 

 

Publisher’s Note: JES stays neutral with regard to jurisdictional claims in published maps and 
institutional affiliations. 

 

Copyright:© 2025 by the authors. Submitted for possible open access publication under the terms 
and conditions of the Creative Commons Attribution (CC BY) license  
(https://creativecommons.org/licenses/by/4.0/). 

 

Submission of manuscripts:                                                jes@meridian.utm.md 
 

https://doi.org/10.52326/jes.utm.2025.32(2).02
mailto:jes@meridian.utm.md


Journal of Engineering Science Vol. XXXII, no. 2 (2025), pp. 35 - 45 
Fascicle  Electronics and Computer Science ISSN 2587-3474 
Topic Microelectronics and Nanotechnologies eISSN 2587-3482 

Journal of Engineering Science  June, 2025, Vol. XXXII (2) 

 

https://doi.org/10.52326/jes.utm.2025.32(2).03 

  UDC 539.2:543.42:621.3.049.77 
 

IN-DEPTH PROPERTIES ANALYSIS OF ZnAl2O4/ZnO 
MICRO-NANOSTRUCTURES  

 
Cristian Lupan *, ORCID: 0000-0003-2268-6181 

 
Technical University of Moldova, 168, Stefan cel Mare Blvd., Chisinau, Republic of Moldova 

* Corresponding author: Cristian Lupan, cristian.lupan@mib.utm.md 
 

Received: 04. 08. 2025 
Accepted: 05. 14. 2025 

 

Abstract. This manuscript presents characterization of ZnAl2O4/ZnO micro-nanostructures of 
their morphological, chemical, structural and sensing properties. The ZnO micro-
nanostructures obtained using flame transport synthesis were covered with ZnAl2O4 nanodots 
by chemical approach. Morphological, chemical and structural properties have been 
investigated using SEM, EDX and XRD, respectively. Scanning electron microscopy 
investigation shows the formation of micro-nanostructures of different morphologies, namely 
tetrapods and nanowires, covered with nanodots. The EDX study revealed the chemical 
composition of the micro-nanostructures, confirming the presence of Al on the micro-
nanostructures’ surfaces too. The XRD pattern of the studied micro-nanostructures shows the 
presence of ZnO and ZnAl2O4 crystalline phases in the grown material. A single ZnAl2O4/ZnO 
nanostructure was integrated into a device by FIB/SEM and tested to a series of gases at 
different operating temperatures, demonstrating selectivity to 100 ppm hydrogen gas and 
response value of ~1.2 up to ~3.65 at 20 °C and 150 °C, respectively. A sensing mechanism 
to hydrogen gas was proposed, involving free electrical charge transfer between ZnO wire 
and ZnAl2O4 nanodots. Based on the knowledge gained, optimization of hydrogen gas sensors 
using the methods and nanomaterials presented herein is envisioned. 

 

Keywords: nanodots, energy-dispersive X-ray spectroscopy, scanning electron microscope, Rigaku 
X-ray diffraction, spinel, ternary, ZnAl2O4, gas sensor. 

 

Rezumat. În această lucrare sunt prezentate proprietățile morfologice, chimice, structurale 
și senzoriale ale micro-nanostructurilor ZnAl2O4/ZnO. Micro-nanostructurile de ZnO obținute 
prin metoda sintezei prin transport de flacără au fost acoperite cu nanopuncte de ZnAl2O4 
prin metoda chimică. Proprietățile morfologice, chimice și structurale au fost investigate 
utilizând SEM, EDX și XRD. Investigația prin microscopie electronică de scanare arată 
formarea de micro-nanostructuri de diferite morfologii, și anume tetrapozi și nanofire, 
acoperite cu nanopuncte. Studiul EDX a relevat compoziția chimică a micro-nanostructurilor, 
confirmând prezența Al și pe suprafețele micro-nanostructurilor. Difractograma XRD a 
micro-nanostructurilor studiate arată prezența fazelor cristaline ZnO și ZnAl2O4 în materialul 
obținut. Prin intermediul FIB/SEM a fost integrată o singură nanostructură ZnAl2O4/ZnO într-
un dispozitiv și testată la o serie de gaze la diferite temperaturi de operare, demonstrând 
selectivitate la 100 ppm hidrogen cu valoarea răspunsului de ~1.2 la 20 °C până la ~3.65 la 
150 °C. A fost propus un mecanism de detecție a hidrogenului, care implică transferul 
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sarcinilor electrice libere dintre firul de ZnO și nanopunctele de ZnAl2O4. Pe baza rezultatelor 
obținute, se preconizează optimizarea senzorilor de hidrogen utilizând metodele și 
nanomaterialele prezentate. 

 

Cuvinte-cheie: nanopuncte, spectroscopie cu raze X cu dispersie de energie, microscop electronic 
cu scanare, difracție de raze X Rigaku, spinel, ternar, ZnAl2O4, senzor de gaz. 

 

1. Introduction 
Metal oxides (CuO, ZnO, MoO3, In2O3, etc.) are a group of materials that can be used in various 
applications, due to their properties and various methods of synthesis [1–6]. For sensing 
applications, a great interest is in developing devices capable of detecting reliably and 
accurately a target gas in ambient conditions and mixtures of gases [2]. Pristine 
semiconductor metal oxides lack selectivity, high response and require high operating 
temperatures devices [7]. These drawbacks can be improved by fine tuning the material 
characteristics and performances via additives, crystalline phase control or mixing different 
materials [7]. 

ZnO can be used for diverse types of applications, due to a multitude of morphology 
and cost-efficient methods of obtaining [3,8]. Considering its properties (bandgap ~3.37 eV, 
chemical and thermal stability, high mobility of electrons, large exciton binding energy ~60 
meV, etc.), zinc oxide can be used for sensing applications, such as UV and gas sensors [9-11]. 
Previous results showed that pure ZnO has low selectivity and high working temperatures, 
showing response to a wide range of VOC vapors (formaldehyde, benzene, acetone, ethanol, 
methanol, etc.) at 200 – 400 °C [11,12]. Different methods to improve sensing devices based 
on this material were reported before, including doping [10], functionalization [11,13], 
formation of junctions [8,9,14], and of heterostructures [15] etc. 

Oxide spinel compounds (AB2O4) can be used for various types of applications, 
including gas sensing [16]. For example, Zn2SnO4 was used as ethanol, acetone and nitrogen 
dioxide sensor at operating temperatures of 200-400 °C [17]. A carbon monoxide sensor 
based on ZnCo2O4 was presented before, capable of detecting 300 ppm of test gas at 200 °C 
[18]. Lowering the working temperature of sensors is an important task in decreasing power 
consumption and complexity of devices [19].  

ZnAl2O4 (bandgap ~3.8 eV) is a promising material for use in different applications, as 
catalyst, optoelectronic, etc., due to its thermal stability, electronic and chemical properties 
[16,20–22]. There are various methods for obtaining spinel type metal oxide nanostructures 
such as hydrothermal, co-precipitation, sol-gel, biological, calcination etc. [16,21-23]. 
Another method for synthesizing ZnAl2O4 is the solution combustion synthesis method, 
obtaining spherical and well crystalline particles [24]. Previous works showed the possibility 
of using ZnAl2O4 or ZnO/ZnAl2O4 combination as sensing material for different types of gases: 
hydrogen, propane, carbon monoxide, etc. [16,22,25,26].  

Hydrogen is a versatile gas that can be used in various applications from automotive, 
material synthesis, heating, up to treatment of diseases [22,27]. Due to its explosive nature 
and the lack of color, odor and taste, which makes it difficult to detect by human senses, this 
gas poses a significant hazard during its use and storage, leading to the necessity of small, 
accurate and reliable devices that are capable of detecting it [28]. 

The main goal of this work is to present a method of obtaining ZnAl2O4/ZnO micro-
nanostructures and to study in detail its properties, in order to use this material combination 
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as sensing material. Morphological, chemical, structural and sensing properties have been 
investigated in detail, with the results summarized in this paper. 

 

2. Materials and Methods 
Zinc oxide (ZnO) micro-nanostructures obtained by flame transport synthesis (FTS) 

method were used as base material, using Zn metal microparticles as precursor and polyvinyl 
butyral powder as a sacrificial polymer, with the process described in details in paper [29]. 
Chemical method was used to cover ZnO with zinc aluminate (ZnAl2O4), using aluminum 
acetate basic hydrate (AlC4H7O5·H2O, purity >98%) mixed with diluted ethanol (100%) in a 
glass container as precursors, with the process described in detail in work [16]. Ethanol was 
evaporated by placing the sample on a plate heated to 90 °C for 14h. At the end the 
nanostructures were thermally annealed on quartz substrate at 1000 °C for 3h in air. 

The morphology and chemical composition of obtained micro-nanostructures was 
studied using scanning electron microscope (SEM) and energy-dispersive X-ray spectroscopy 
(EDX) using Zeiss Supra 55VP. Structural properties have been investigated using Rigaku X-
ray diffraction (XRD). 

In order to obtain electrical devices, a single ZnAl2O4/ZnO nanostructure was placed 
on a Si/SiO2 (525 µm/800 nm) substrate with two prepatterned Cr/Au (11 nm/170 nm) 
electrodes and connected using focused ion beam scanning electron microscope (FIB-SEM, 
FEI Helios Nanolab 600) for depositing Pt contacts [30,31]. 

Gas sensing and electrical properties of the developed devices were investigated using 
two-probe approach and a Keithley 2400 source meter, controlled via LabView software [31]. 
Samples were tested to a series of gases with concentration of 100 ppm at different operating 
temperatures from room temperature (20 °C) up to 150 °C. The relative humidity was 
monitored and controlled at 10% during all measurements. 

The gas response (S) was determined using the ratio of current in air (Iair) and during 
gas exposure (Igas): 

 

 𝑆𝑆 = 𝐼𝐼𝑔𝑔𝑔𝑔𝑔𝑔
𝐼𝐼𝑎𝑎𝑎𝑎𝑎𝑎

  (1) 

 

 

3. Results and discussion 
SEM was used to investigate morphological properties of obtained micro-

nanostructures using FTS and chemical method, with the results presented in Figure 1. In 
Figure 1a and 1b are shown low and high magnification SEM images of as-grown ZnO, 
observing interconnected nanostructures, namely tetrapods and nanowires, with various 
sizes. Interconnected nanostructures or individual tetrapod/nanowire can be potentially used 
for sensing devices used for ultraviolet light or gas sensing [29,32].  

The wrinkles visible on the ZnO surface at high magnification (Figure 1b) are due to 
the high temperature of 900 °C during flame transport synthesis [23]. The tetrapod arm 
diameters, determined from Figure 1b, is ~0.5 – 2.5 µm. Previous studies using ZnO obtained 
via FTS showed that the synthesis temperature has a major effect on the size and diameter 
of the obtained nanostructures [32]. 

Figure 1c represents higher magnification SEM images of ZnAl2O4/ZnO micro-
nanostructures obtained using chemical method followed by 3h thermal annealing at 1000 
°C, observing that micro-nanostructures have tetrapodal or nanowires morphology with 
various diameters and lengths. Diameter of nano-microstructures, determined from Figure 1c, 
is ~0.5 – 2.5 µm, which is similar to as-deposited ZnO, showing that 3h annealing at 1000 °C 
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has no visible effect on the size after initial deposition using FTS. The investigated tetrapods 
and nanowires have higher surface roughness compared to ZnO structures. Small nanodots 
of ZnAl2O4 are visible on the surface of deposited micro-nanostructures after thermal 
annealing (see Figure 1c).  

 

  
a) b) 

 
c) 

igure 1. SEM images of: a) and b) ZnO micro-nanostructures at low and high 
magnification; c) ZnAl2O4/ZnO micro-nanostructures annealed at 1000 °C for 3 h. 

 

Using high-magnification SEM image and microscope software tools, the size of the 
deposited ZnAl2O4 nanodots was determined, as presented in Figure 2. The average nanodot 
size is ~65-75 nm and are spread randomly on the surface of the nanowire. The nanodots size 
is similar to ZnAl2O4 nanocrystals, with grain size of ~50 nm, reported in previous work [21].  

 

  
a) b) 

Figure 2. SEM image of surface of ZnAl2O4/ZnO micro-nanostructures annealed at 1000 °C 
for 3h in air and measured at different magnifications: a) 200 nm scale bar; and b) 100 nm 

scale bar. 
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EDX mapping was used to investigate the chemical properties of grown micro-
nanostructures in a target area (Figure 3a). EDX results are presented in Figure 3b-d, detecting 
three elements: Zn, O and Al, distributed on the surface of sample. 

 

  
a) b) 

  
c) d) 

Figure 3. EDX mapping of ZnAl2O4/ZnO micro-nanostructures annealed at 1000 °C for 3h: 
a) scanned area; b) distribution of Zn; c) distribution of O; d) distribution of Al.  

 

A quantitative analysis of elements in the studied ZnAl2O4/ZnO micro-nanostructures 
is presented in Table 1, observing smaller presence of Al (0.27 at.%), compared to Zn (50.18 
at.%) and O (49.55 at.%).  

Table 1 
EDX results for atomic % of elements present in micro-nanostructures 

Element Atomic % 
O 49.55 
Al 0.27 
Zn 50.18 

 

The results for EDX scan for a single nanowire are presented in Figure 4, where Zn, O 
and Al elements were detected. As can be seen, Zn and O are present in the nanowire, while 
Al covers measured surface, due to the use of the chemical method of deposition. 
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a) b) 

  
c) d) 

Figure 4. EDX mapping of ZnAl2O4/ZnO single nanowire annealed at 1000 °C for 3 h:  
a) scanned area; b) distribution of Zn; c) distribution of O; d) distribution of Al. 

 

EDX line scan at high magnification where nanodots are visible, is presented in Figure 
5. EDX line scan technique allows chemical analysis of elements in the predominance area 
to be seen and measured. Y-axis presenting counts of the chemical element or relative 
concentration in the scanned line [33]. 

 

 
Figure 5. EDX line scan crossing nanodots of ZnAl2O4/ZnO single nanowire annealed at 

1000 °C for 3h. 
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The presence of individual elements of Zn, Al and O is confirmed by measurement, 
with a low quantity of Al, as observed in investigated micro-nanostructures. Appearance of Al 
peak is coincident with the position of nanodots, showing presence of this element in those 
nanostructures, indicating that is mostly present on the newly formed nanodots. 

XRD was used to confirm chemical composition, phase and structure of the obtained 
micro-nanostructures. The results for the XRD measurement in the 60-80° 2θ values are 
presented in Figure 6. Detected XRD reflections were attributed according to standard cards 
PDF #031161 (ZnAl2O4) and PDF #0361451 (ZnO). 

 

 

Figure 6. XRD pattern of ZnAl2O4/ZnO micro-nanostructures annealed at 1000 °C for 3h in air. 

 

Multiple ZnO and ZnAl2O4 diffractions peaks were attributed in this range, with highest 
intensity for (103) and (112) ZnO planes. The highest intensity for ZnAl2O4 peak was observed 
for (440) plane. Some overlapping ZnO and ZnAl2O4 peaks were detected. No diffraction peaks 
corresponding to other materials were detected in the investigated samples.  

Average crystallite size (D) for ZnAl2O4 (440) plane was determined using the Scherrer 
formula [34]: 

 

 𝐷𝐷 = 𝑘𝑘·𝜆𝜆
𝛽𝛽·𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

 (2) 
 

where: k – shape factor (k = 0.9), λ – wavelength of the radiation (λ = 1.5406 Å), β – 
full-width half maximum intensity of the reflection. 

The calculated D is ~70.65 nm, which is similar to the measured ZnAl2O4 nanodot size 
from the SEM images. The sensing device based on a single ZnAl2O4/ZnO nanostructure was 
tested to a series of gases with concentration of 100 ppm (acetone, n-butanol, methane, 
ethanol, hydrogen, ammonia and 2-propanol) at different operating temperatures from 20 °C 
up to 150 °C, with the results presented in Figure 7.  

As can be seen, response was observed only for 100 ppm hydrogen gas at all operating 
temperatures, meaning that sensor is selective to this gas. Response value (S) increased from 
~1.2 up to ~3.65 with the rise of operating temperature from 20 °C to 150 °C, respectively. 

Gas response and selectivity to hydrogen for ZnAl2O4/ZnO based device can be 
attributed to the formation of n-n heterostructure and use of Pt contacts for the 
nanostructure, which can act as catalysts too [16,22]. Increased response at 100-150 °C 
compared to room temperature, can be attributed to the presence of more reactive oxygen 
species (O-) on the surface of the material [22].  
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Figure 7. Gas response to a series of gases with concentration of 100 ppm at different 

operating temperatures for device based on a single ZnAl2O4/ZnO nanostructure annealed 
at 1000 °C for 3 h in air. 

 

In Figure 8 is presented schematic representation of proposed hydrogen gas sensing 
mechanism for ZnAl2O4/ZnO based device. When the device is in air atmosphere (Figure 8a), 
oxygen species are adsorbed on the surface of the material, in this case O- at 100-150 °C 
[35,36]. An electron flow between ZnAl2O4 nanodots and ZnO takes place, leading to higher 
concentration of free-electrons in conduction band of ZnO, which in turn increases oxygen 
coverage in air environment [16,37]. 

 

 
a) b) 

Figure 8. Schematic representation for proposed sensing mechanism for device based on 
single ZnO/ZnAl2O4 nanostructure: a) in air and b) during H2 exposure. 

 

The following reaction during hydrogen exposure takes place with the oxygen species 
on the surface (Figure 8b) [37]: 

 

 𝐻𝐻2 + 𝑂𝑂− → 𝐻𝐻2𝑂𝑂 + 𝑒𝑒− (3) 
 

The reaction leads to the release of H2O in the environment and the captured electrons 
to the conduction band, increasing current. Faster oxidizing processes and increased response 
during hydrogen gas exposure are possible due to the free charge transfer from ZnAl2O4 to 
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ZnO, which was also previously reported by other authors when adding different 
nanoparticles on the surface of the base material [16,38]. 

 

5. Conclusions 
ZnO micro-nanostructures obtained using flame transport synthesis were covered with 

ZnAl2O4 nanodots using chemical method, followed by annealing at 1000 °C for 3h in air. 
Morphological investigation shows the formation of tetrapods and nanowires, covered with 
small nanodots with ~65-75 nm diameter.  

EDX study presented chemical composition of the sample, confirming the presence of 
Al, with at.% of ~0.27%. By comparing EDX results from multiple interconnected micro-
nanostructures and single nanowire, it was detected that Al covers entire surface of the 
sample, while Zn and O is mostly present in the nanowire/tetrapod. EDX line scan indicate 
that appearance of Al peak is coincident with the position of nanodots, showing its presence 
on the newly formed nanodots.  

The XRD pattern of the investigated micro-nanostructures shows presence of ZnO and 
ZnAl2O4 in the sample, by attributing peaks according to PDF cards of the materials.  

Sensing study presented insights on the behavior of the ZnAl2O4/ZnO based device to 
a series of test gases at different operating temperatures, observing selectivity to 100 ppm 
hydrogen and a response value of ~1.2 up to ~3.65 at operating temperatures of 20 °C and 
150 °C, respectively. A sensing mechanism was proposed, based on the free charge transfer 
between ZnO and ZnAl2O4.  

The results obtained and presented in this study can be used for further enhancement 
of hydrogen gas sensing properties of devices based on this material, which can be potentially 
integrated and used in personal, industrial, environmental monitoring devices. 

The results were presented and discussed at the 13th International Conference on 
Electronics, Communications and Computing (IC ECCO 2024), Chisinau, Republic of Moldova, 
17-18 October, 2024. 
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Abstract. For a clear and almost exhaustive perspective on the physiology of living organisms, 
it is important to use the best method to sample the signal and to process it correctly, without 
affecting the content of information. Therefore, the method must ensure the best possible 
sensitivity and selectivity. In this work, a device for processing physiological signals is 
designed. The main component will be an instrumentation amplifier, whose characteristics 
meet specific requirements. This is an amplifier suitable for high-quality recording of 
extracellular signals from muscle and nervous tissue. Its characteristics are related to the fact 
that it has a gain and bandwidth for the signals of interest, a common mode rejection rate, 
filtering and low internal noise. The input impedance is high, and the consumption is low are 
other key features of this device. In addition, the component costs are very low, and the 
design is very compact. Due to the high input impedance of the amplifier, it adapts very easily 
to different signals. The final experimental results show the viability of the solution chosen 
by design. 

 

Keywords: tissue, recording, conditioning, instrumentation amplifier. 
 

Rezumat. Pentru o perspectivă clară și aproape exhaustivă asupra fiziologiei organismelor 
vii, este important să se utilizeze cea mai bună metodă de eșantionare a semnalului și de 
procesare corectă a acestuia, fără a afecta conținutul informației. Prin urmare, metoda trebuie 
să asigure o sensibilitate și o selectivitate cât mai bună. În cadrul acestei lucrări se 
proiectează un dispozitiv pentru prelucrarea semnalelor fiziologice. Componenta principală 
va fi un amplificator de instrumentație, ale cărui caracteristici îndeplineasc cerințe specifice. 
Acesta este un amplificator potrivit pentru înregistrarea de înaltă calitate a semnalelor 
extracelulare din țesutul muscular și nervos. Particularitățile lui sunt legate de faptul că are 
un câștig și o lățime de bandă pentru semnalele de interes adecvat, o rată de rejecție a 
modului comun, filtrare și zgomot intern mic. Impedanța de intrare este mare și un consum 
redus sunt alte caracteristici cheie ale acestui dispozitiv. În plus, costurile componentelor 
sunt foarte mici și design-ul este  foarte compact. Datorită impedanței mari de intrare a 
amplificatorului, se adaptează foarte ușor la semnale diferite. Rezultatele experimentale 
finale arată viabilitatea soluției alese prin proiectare. 

 

Cuvinte-cheie: țesut, înregistrare, condiționare, amplificator instrumentațional. 
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1. Introduction 
To design this kind of device, we must look to three basic functions of any biopotential 

amplifier: amplifier gain, signal filtering, and which is important when is used to live 
organisms, protection regarding dangerous potentials. This method can be used as an 
invasive or non-invasive method. An example of biopotential measurement systems is 
presented in Figure 1. Main components are electrodes, amplifier, oscilloscope, interface and 
conversion to connect to a computer. As seen in Figure 1 the performance of this 
measurement system depends by amplifier stage. 

 

 
Figure 1. Measurement system for physiological pulses. 

 

Signals can be different types starting with extracellular signals, neuro-physiological 
signals and brain signals or from muscular activities [1]. 

On the market are some examples of amplifiers used for physiological signals, like 
Microelectrode Amplifier (MEA) type 695, COMPEX device and various ECG devices. 

The PLUGSYS MEA device is a universal amplifier that samples the signal through 
microelectrodes, used for physiological and pharmacological research. Using a separate 
preamplifier (for the first stage), it allows direct measurement of intracellular or extracellular 
potentials. The PLUGSYS device, even if limited to a single input channel, incorporates 
advanced technology that requires, in addition to the high performance of the amplifier, other 
modern additional facilities, such as adjustable output filter, generator for performing a 
calibration, audio and graphic LED indicators for monitoring the sound and visual signal. The 
operation of the microelectrodes can also be tested (by measuring contact resistance), tissue 
capacitance compensation and zero adjustment. Additionally, the PLUGSYS MEA can be 
equipped with special input stages and a proprietary multifunctional clamp amplifier module 
for current clamp and voltage clamp applications. The output is made externally via the 
Bayonet Neill-Concelman (BNC) jack on the front panel, which ensures firm contact and 
protection against interference. The bandwidth is from DC to 30 kHz (-3 dB). The output signal 
is ±10 V for an input signal of ±1 V. The low-pass filter has 7 steps, from 30 Hz to 30 kHz (-3 
dB). The gain is fixed at 10, and the input offset compensation is ±400 mV [2]. 

Electrocardiogram (ECG) is an electrical signal present in living organisms with a 
typical amplitude of 500 μV and a frequency range of 0.01 to 250 Hz. The desired output 
signal from the amplifier for the ECG signal is a maximum amplitude signal of 5V, with a 
frequency range of 0.5 to 100 Hz. Therefore, this amplifier has a gain of 1000, and the filter 
will have a passband of 0.5 to 100 Hz. Three important and basic functions of any biopotential 
amplifier must be considered when studying this type of amplifier: patient protection from 
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non-compliant electrical voltages, signal amplification, and signal filtering. The biopotential 
amplifier requires an appropriate amplification range, as well as an appropriate frequency 
range. Noise reduction is another constraint of this amplifier. The basic components of 
biopotential amplifiers are differential topology amplifiers and instrumentation amplifiers. 

COMPEX device is a typical example for a device used to record biological pulses. The 
basic unit contains an IEEE-488 interface and thus is connected to any computer that is also 
fitted to this standard. High transfer rates (1 Mb/s) ensure us to be able to connect 
simultaneously several (up to 16) basic units. Every basic unit is equipped with its own 
microcontroller that organizes the data exchange with the computer. COMPEX module for 
analog measurements allows the two-channel recording of extremely fast analog signals. The 
sampling frequency is 300 kHz maximum, so in this case a resolution of 10 measuring points 
signals of up to 30 kHz can be recorded per period. To avoid couplings of the earth cables 
the inputs are designed as earth-free differential voltage inputs so that in each case only the 
exact voltage difference between two freely selected points is measured and displayed. 
Therefore, this plug-in module is extremely suitable for representing nerve and sensory, 
physiological values. It is not necessary to buy and operate a recorder or an expensive storage 
oscilloscope. The inputs are differential, input resistance is 1MΩ, sensitivity have many values 
(100 mV, 200 mV, 500 mV, 1 V, 2 V, 5 V, 10 V), sampling frequency: software controlled, 30 
Hz, 100 Hz, 300 Hz, 1 kHz, 10 kHz, 30 kHz, 100 kHz, 300 kHz, resolution has 8biţi and 
triggering point of time: software controlled: 0-90 % [3, 4]. 

From the example above we must take into consideration some aspects regarding 
proposed device. Briefly, it is about properties that they must fulfill. 

Signal amplification is important because of its very low amplitude of its. For signals 
like EMG, 0,1 mV value can be found. Entire range is around from 10 µV to 5 mV. Signal output 
value is around 5 V. Necessary gain is x5000. At the same time, with our signal it is other 
interference signals [5].  

Amplifier stages not limited only to simple amplification, but it must be accomplishing 
others things like accuracy of gain and linearity of signal, current – voltage conversion, 
decrease noise by increasing signal to noise ratio, and filtering capabilities. 

For amplification only function it is thought that we have the following: noise, 
gain/sensitivity, domain, input signal type (differential or single-ended), common mode 
rejection rate, input impedance, filtering performance [5]. 

Noise sources can be from amplifier itself, environment itself (bioelectric sources, 
heartbeat), cabling effects (power supply at 50Hz), and movement artifact 30Hz. Rejection 
and attenuation of these noise signals can be done by shielded cable and pre-amplified 
electrodes. 

Gain and sensitivity must vary in a wide range and linearity and gain accuracy must be 
within reasonable limits. 

If it is not choosing an optimal range, for great signals, the device can go in clipped 
mode and distort the signal. To avoid clipped conditions, there must be the proper gain [5].  

Input in amplifier can be done referenced to ground (one working electrode and one 
reference electrode), differential (two working electrodes and one reference electrode) or 
double differential (three working electrodes and one reference electrode). The last two 
electrodes can give better signals and minimum disturbance from common mode signals. 

Common Mode Rejection Ratio (CMRR) represents a coefficient which shows how good 
the amplifier is in eliminating common artifacts regarding useful signals. The great value of 
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it denotes a very good amplifier. For example, if we have a CMRR ratio ≥ 10000:1 (or 80 dB) 
then 99.99% from common signal is rejected or difference of electrode potentials (working 
electrode and reference electrode) is increased for 10000 times greater than both electrodes 
common potentials [6]. 

Input impedance means a quantitative meaning of resistance against current flow. 
Important is electrodes/site preparation impedance but amplifier input impedance, also. The 
mutual impact of these both impedances can be reduced to minimum by adaptation.  

Practical input impedance of amplifier must be greater than surface contact to avoid 
signal attenuation. Input impedance can be optimized by setting the place (shave region, 
abrade, clean with alcohol, use electrolytic gel) and circuit design. For better results, the 
electrode impedance and surface impedance should be reduced as much as possible, or the 
input impedance of the amplifier should be increased. Noise reduction is closely correlated 
with electrode impedance.  

Another way to decrease the noise is to shield with a metallic case, the entire 
measurement system. Using electrochemical batteries, it is a good way to reduce costs of 
power supply. 

Filter types used can be low-pass, notch filter and high-pass. The low-pass filter allows 
signals with a frequency lower than an upper limit to pass (800-1000 Hz for EMG). Notch filter 
eliminates a narrow frequency band (50 Hz). The high-pass filter does not allow signals with 
a frequency lower than a limit to pass (2 Hz for EMG). 

Some amplifier has selectable output modes: original signal, RMS: “root mean square” 
processed signal, and filtered signal. It is recommended to collect raw signals and post-
process as needed, to avoid losing information. 

The main objective of this work is to develop, with minimal cost, a high-performance 
amplifier that can bring the low-level signals present in the human body to a convenient 
level. The output signal of this device can be used, for example, as an input for an acquisition 
board. This way, the advantages of data processing using a computer system can be used. 
The fact that the scheme can be easily adapted (by gain and filter options) to any signal is an 
advantage, ensuring versatility. Avoiding noise that can affect the original signal is done by 
using shielded cables and protecting the entire device with a metal box. 

 

2. Materials and Methods 
The proposed device is a combination of amplifiers-filters, that main purpose is to 

adapt physiological signal to easy follow by classical measurement methods. This is 
important when want to connect this device to a data acquisition system for post processing 
and memorizing them. For the current situation, we have the following parameters 
considered for the designed device [7]: 

• A very high input impedance 
• Gain range: 100 - 1000 
• Bandwidth, controlled by filtering: 1 Hz – 5 kHz (20 kHz) 
• CMRR ~ 100 dB 

The general block diagram for this type of measurement system is shown in Figure 2. 
Components are IA – instrumentation amplifier, A – signal amplification, F – filters. 

If the main role of first two stages is to amplifier and to convert from differential signal 
to ground referenced signal, the filtering stage rejects useless signal (industrial power supply 
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– 50 Hz) and to superior limiting to avoid overlapping signal spectral components. This last 
thing is important when it is used an analog to digital converter [8]. 

 

 
Figure 2. Block diagram of amplification-filtering device. 

 

There are two types of filters: notch filters and low-pass filters. The block diagram is 
a minimal configuration. Special restrictions must be made to shield the device. 

The first stage of this device must be an instrumentation amplifier. The main 
advantage is common mode rejection rate, very high input impedance and a single adjustable 
resistor for gain. At the first look, the amplification can be solved from one amplification 
stage. But it is important to know that the amplification is not constant to any frequency. 
Here were used LT1920, by Linear Technologies. Two operational amplifiers do the next two 
amplifier stages from integrated quad circuit LT1079. The preferable solution is this because 
the interest is to maintain enough bandwidth. The gain and frequency bandwidths are 
antagonist behavior [9]. 

A double T network can do a high-quality notch filter. Double T network is one of the 
RC filtering networks who has a very good characteristic. This RC network is working together 
with a repeater, which ensures a segregate of output versus network and low output 
impedance. The high input impedance of repeaters made by operational amplifier has a result 
in double T network resistor dimensions [10]. Therefore, the capacitors have very low 
capacitance and low physical dimensions, even if there are low frequency [11]. Quality factor, 
Q, is about 50. Repeater does not affect double T network parameters, slope and frequency. 
Figure 3 shows an example of a notch filter [12]. 

 

 

Figure 3. Example of notch filter schematics. 
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The relationship between capacitor C3 and resistor R3, which usually are linked to 
ground, is connected to the output of the repeater. This case does not affect the entire 
functionality of filters because of the very low impedance of output [13]. 

For interested frequency, ft=50 Hz, the results are pair value: R1=98 kΩ and C1=33 nF 
or R1=318 kΩ and C1=10 nF. These quantities are for industrial frequency, 50Hz in European 
countries, rejection. 
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The characteristic of the studied notch filter (for 50 Hz) is very well outlined, Figure 4. 
If this device is used in a computer aided system, it is not necessary because the 

industrial frequency is easy to reject by digital filtering. In this case we must use an anti-
aliasing filter to avoid false artefacts in signal [14]. 

 

 
Figure 4. The characteristic of the studied notch filter. 

 

The low-pass filter is depicted in Figure 5. Cut off frequency is around 10kHz. Relation 
2 described the cut off frequency by circuit passive elements. 

 

 
Figure 5. Low-pass filter. 
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R1=R2=47 kΩ and C1=C2= 330 pF => f= 10261 Hz. 
For experimental purposes, we designed two different schematics, but with the same 

structure. The first schematic has bipolar power supply and inverted amplifier stage and the 
second use unipolar power supply and non-inverted amplifier stage. Figure 6 shows the 
complete schematics for bipolar power supply. 

Obviously, this schematic can be changed and adapted to different requests. Thus, it 
can be removed, or bridging, some stages and modify amplification until 10000. The only 
preliminary phase of this device is the calibration phase of a convenable amplifier, for a 
specified signal. 

 

 
Figure 6. Bipolar power supply, full schematics. 

 

Complete schematic of unipolar power supply is in Figure 7 and has some particular 
aspects. To make a translation of signal, which became with only one polarity, it is used a 
reference voltage connected to REF terminals of instrumentation amplifiers LT1920. The 
intermediary amplifier stage is connected directed (DC coupled) and are non-inverted type. 
This was enforced by unipolar signal. Schematics are very flexible and can be changed to 
different signal sources. Filtered stages are unchanged because they are made in non-
inverted configuration. 
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Practical aspects of the device must be according to problems with this type of very 
low signal device. To shield regarding noise, all printed circuit board must be in metallic box. 
It is preferable to use connection terminals, because of easy use of connection elements. To 
select the gain of the device the back panel has a three-position switch. The input in device 
is done by shielded cable with a minimum length. On the front panel is another three-position 
switch to select clean signal or filtered signal [15]. 

 

 

Figure 7. Unipolar power supply, full schematics. 

 

It must be considered that the power supply should be made from chemical sources 
of continuous current to eliminate any additional interference. 

 

3. Results and Discussion 
The amplifier made was tested in signal simulation condition and real condition. One 

of the first tests is to see the input-output functionality and to determine the characteristics 
of amplifier. A signal generator and an oscilloscope can be useful at this time. If the generator 
does not permit low level signals, a signal generator and amplifier is inserted into a voltage 
divider. Two resistors make it. Oscilloscope must have sensitivity, to represent low level 
signal. Experiments are made using a non-filtered and filtered signal. Notch filters stage (50 
Hz) affects the signal, and the experiment reveals this. 

Input signal has a convenient value to oscilloscope (5-10 mV). To avoid clipped mode, 
at this stage, the gain is reduced to acceptable value. For example, a value of 100 times to 
gain is enough. Other criterion that must handle are internal noise and common mode 
rejection rate. Internal noise can be measured connected to the differential input some 
resistors (0 Ω, 100 kΩ and 1 MΩ). Theoretically, the output must have 0 V. For CMRR the 
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procedure is to apply both inputs through 100 kΩ two resistors a sinusoidal signal with 1 V 
amplitude and 50 Hz frequency and follow the output. For this test notch filters (50 Hz) are 
not used. 

For real physiological signals here, sciatic nerves were used from rat or frog. The 
starting procedure consists of a biological tissue preserve solution. Along with experiments 
it was finding lose the physiological signal after 1-2 hours (because of nerve fiber drying). 

Because of multiple configurations possibilities, this amplifier can be used to ECG or 
EMG type of signal. 

For every working condition, is necessary to modify the amplification, cut off frequency 
of filters and input configurations.  

Signals can be processed after using a plug-in or stand-alone acquisition system. Data 
from acquisition is saved in file. The software is a simple date transfer from an oscilloscope 
display and computer. The main component is an oscilloscope. For signal acquisition here 
there was used serial interface of an oscilloscope. Statistical processing and mathematical 
transformers can be used to extract utility information from the waveform.  

Experiments are done using rat sciatic nerves. Using signal stimulator, the 
experimental results are present in waveform from Figures 8 and 9. Stimulation is done by 
one or two pulses. Informative, parameters of these are 0.5 – 5mV amplitude and a pulse 
width of 1-10 ms. 

 

 
Figure 8. Stimulus signal. 

 

 
Figure 9. Sciatic nerve signal, excited by stimulus signal. 
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Figure 10. Sciatic nerve signal, without stimulus. 

 

 
Figure 11. Frequency of 50Hz influence, signal unfiltered. 

 

 
Figure 12. Signal filtered (50 Hz rejected). 
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Avoid using filters has the result of signal distortion, things shown in Figure 11, where 
is not use notch filter 50 Hz. The useful signal is modulated by 50 Hz frequency. To compare, 
in Figure 12 is shown the same signal but filters (50 Hz rejected). The experimental device is 
depicted in Figure 13. 

 

 
Figure 13. Overview of experimental device. 

 

Considering the results obtained, the designed device, for amplifying low-level signals 
of a biomedical nature, works according to the proposed objective. Although it is a purely 
analog implementation, using quality components and considering appropriate technological 
design of printed circuit board rules, the results confirm a realistic approach. 

 

4. Conclusions 
Briefly, the mains accomplish of this paper are: 
• Documentation steps consisting in distinguishing parameters of physiological 

signal amplifiers, displaying some types of this device, which are used in specialty 
laboratories, research/processing signal methods, using filters and importance of that. 

• Designing, according to the block diagram of a physiological signal amplifier, 
in two alternatives: bipolar and unipolar power supply. 

• Schematics functionality by simulation and by experimentation. 
• Practical implementation of amplifier, Figure 13. 
• Experimental diagram of filters. 
• Experimental diagrams of device and reveal unusual state like amplifier 

saturation. 
• Using this device to real physiological signals, from rat nerve. 
On all experimental work signals had prevailed through non polarized capacitors. This 

can affect the output characteristic on the failing edge at very low frequency.  
The experiment was done using signal waveform generator and an oscilloscope to 

determine the output characteristic and using rat sciatic nerve for real physiological signal. 
Tests can be extended by external signal, for example skin surface. Contact surface must be 
very clean for a steady connection (using silver electrodes is a good idea). 

All connection elements are shielded to avoid additional noise sources. On the front 
panel of the box are F connector for input signal, BNC coupling for output signal, switch to 
select type of signal in three steps (only amplifier, low pass filtered signal and notch filtered 
signal 50 Hz). 
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In opposite side are gain selection switch (three steps) and power supply connectors. 
Using power supply from battery instead of real DC power supply. It has no ripple over DC 
component. 

 

This paper was presented at the scientific event the International Conference on 
Electronics, Communications, and Computers (ECCO 2024), October 17-18, 2024, Technical 
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Abstract. To ensure effective management of medical devices, it is imperative that medical 
devices must be safe and inoffensive, and their management must be based on evidence. 
Thus, to help enhance the safety of medical devices, a new mechanism for the periodic 
compliance assessment of medical devices has been developed. The mechanism involves the 
assessment of general safety, electrical safety and performance parameters in line with 
international best practice. At the same time, the effective management of medical devices 
requires data and information related to medical devices and their lifecycle events, which can 
be obtained through the medical device management information system. The establishment 
and implementation of efficient management of medical devices, involves strengthening the 
capacities of medical devices’ management, in order to be able to respond to the current 
requirements of the health system, in such a way as to ensure the functionality of medical 
devices and the safe and efficient use of medical devices. Accordingly, the implementation 
of efficient management of medical devices is fundamental for providing qualitative, safe and 
efficient medical devices, which contributes to increasing the quality of medical services. 

 

Keywords: medical devices, information system, medical device management, periodic 
verification, security, performance, records, safety, efficiency. 

 

Rezumat. Pentru asigurarea unui management eficient a dispozitivelor medicale, este 
imperial necesar ca dispozitivele medicale să fie sigure și inofensive, iar gestionarea acestora 
să fie bazată pe evidență și dovezi. Astfel, pentru a contribui la sporirea siguranței 
dispozitivelor medicale, a fost elaborat un nou mecanism de evaluare periodică a 
conformității dispozitivelor medicale. Mecanismul presupune evaluarea parametrilor de 
securitate generală, de securitate electrică și parametrilor de performanță în conformitate cu 
cele mai bune practici internaționale. În același timp, pentru gestionarea eficientă a 
dispozitivelor medicale sunt necesare date și informații aferente dispozitivelor medicale și a 
evenimentelor ciclului de viață a acestora, care pot fi obținute prin intermediul sistemului 
informațional de management a dispozitivelor medicale. Stabilirea și implementarea unui 
management eficient al dispozitivelor medicale necesită fortificarea capacităților de 
gestionare a dispozitivelor medicale, pentru a putea răspunde cerințelor actuale ale 
sistemului de sănătate, astfel încât să se asigure funcționalitatea dispozitivelor medicale și 
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utilizarea sigură și eficientă a acestora. Drept rezultat, punerea în aplicare a unui 
management eficient al dispozitivelor medicale este fundamentală pentru utilizarea 
dispozitivelor medicale calitative, sigure și eficiente, ceea ce contribuie la creșterea calității 
serviciilor medicale. 

 

Cuvinte-cheie: dispozitive medicale, sistem informațional, management a dispozitivelor medicale, 
verificare periodică, securitate, performanță, evidență, siguranță, eficiență. 

 

1. Introduction 
 Currently, at the international and national level, it is certain that medical devices 
have become indispensable in the performance of medical acts. 

At the same time, international experience shows us that the involvement of the 
necessary resources and the implementation of an efficient management of medical devices 
increase the performance of medical devices. Meanwhile, qualitative, efficient and safe 
medical devices, used at their maximum performance, contribute to increasing the quality 
and safety of medical services [1]. 

Accordingly, the streamlining of the medical device management system is an 
essential element in order to ensure the quality and safety of medical acts, and this must be 
in relation to the best international practices, as well as in accordance with the current 
requirements of the health system. The establishment of an efficient management of medical 
devices also involves strengthening management capacities in the field of medical devices 
by recording and ensuring the security and performance parameters of medical devices [2]. 

 

2. Medical device management information system 
One of the basic conditions for efficient management of medical devices is the record 

of medical devices, in order to manage them correctly and efficiently. This involves the 
development and implementation of a national database, with the purpose of recording and 
managing data related to medical devices and their life cycle events, monitoring the 
traceability of medical devices, as well as planning the procurement and maintenance 
processes of medical devices. 

Thus, in order to create the medical device management information system 
(MDMIS) in the field of medical devices, it was established that it must ensure: 

 creating a secure information environment regarding medical devices in use; 
 delivering truthful information in an operational manner; 
 quick access to data and information regardless of location; 
 continuous information of users and decision-makers in the management of 

medical devices; 
 homogenization and totalization of information at local and national levels in 

the health system. 
The MDMIS must be a tool designed to collect, store and report information about 

medical devices. And, the information must be provided to the users of the system, but also 
to the competent public authorities, such as the Ministry of Health, the Medicines and Medical 
Devices Agency (MMDA), etc., according to Figure 1. 

According to Figure 1, Technical University of Moldova provides qualified personnel to 
medical institutions, which are users of the information system and are obliged to enter 
information about medical devices into the MDMIS. The Ministry of Health is the central public 
authority that develops and promotes policies in the field of medical devices. 
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Figure 1. Organizational structure and correlation with MDMIS. 

 

Based on the principles of the proper functioning of information systems, the Medical 
Devices Management Information System was developed [3,4]. According to the Order of the 
Ministry of Health No. 200 of 14.03.2017, its implementation became mandatory for all public 
medical institutions in the health system and will later be implemented in private medical 
institutions as well [5]. MDMIS was placed on the MMDA website (Figure 2). 

 

 
Figure 2. Access to MDMIS on the MMDA website. 

 

MDMIS stores all information about medical devices, based on which reports can be 
generated for users of the information system, but also for the competent public authorities, in 
order to improve policies in the field of medical devices, and to facilitate decision-making within 
the management of medical devices. After receiving the login data from MMDA, the MDMIS page 
is accessed and the login data is entered, according to Figure 3 [6]. The next step consists of 
entering all the medical device data in the open window. 
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Figure 3. MDMIS login window. 

 

 In MDMIS, the following modules were provided, namely: the "Medical Devices" module; 
the "Consumables" module; the "Contacts" module; the "Employees" module; the "Maintenance" 
module; the "Periodic Check" module; the "Reports" module; the "Configuration" module; the 
"Tools" module; the "Vigilance" module; the "Security Subsystem" module. 
 All MDMIS users can access any of the 9 implemented functional modules, for example: 
medical device management, according to Figure 4. 

 

 
Figure 4. Medical Device Management module. 

 

Accordingly, after entering information into the MDMIS about medical devices and 
related activities, data analysis reports or standard documents can be generated and provided 
based on predefined templates. This module can deliver the following types of reports: 

 maintenance and testing report; 
 engineer activity report; 
 reporting of reaction time, repair time (downtime), type of defect; 
 repair and activity report (medical department, bioengineers, repair time, 

response time, etc.); 
 device report by (model, department, year of production, manufacturer, 

manager, price, serial number or inventory); 
 report by years of receipt; 



62 Ensuring effective management of medical devices through safe use of medical devices and evidence… 

Journal of Engineering Science  June 2025, Vol. XXXII (2) 

 report of hours of repairs, maintenance and inspection; 
 report of available and used consumables and spare parts stock; 
 report of consumables, used spare parts; 
 incident reports; 
 periodic verification, metrological reports; 
 reports on medical devices by status (settled, intensively used, unused, 

defective); 
 report by funding source. 

With the development and implementation of MDMIS, by having a clear record of 
medical devices and data related to medical devices and their life cycle events, traceability 
of medical devices, data-driven decisions can be made regarding the replacement of certain 
medical devices, and the procurement and maintenance processes of medical devices can be 
planned. This constitutes an extremely important step in the efficient management of 
medical devices, and respectively, their efficient management [7]. 

Currently, MDMIS is implemented and can be used by all medical health facilities of 
the health system in the Republic of Moldova. At the same time, there is an opportunity to 
expand it also to private medical facilities. 

 

3. Regulation of the mechanism for periodic verification of medical devices put into 
service and in use 

At the same time, for efficient management and ensuring the use of safe, harmless and 
qualitative medical devices, it is imperative to ensure the compliance of the security, electrical 
safety and performance parameters of medical devices. The most appropriate and proper 
procedure by which the compliance of the security, electrical safety and performance parameters 
of medical devices can be confirmed is periodic verification. 

In this regard, following the study and analysis of international practice with reference to 
the periodic verification of medical devices, in countries such as: Italy, France, the Netherlands, 
Romania, Japan, Switzerland, Germany, with the exception of the countries of the former USSR, 
for medical devices put into service and in use, periodic verifications are carried out through tests 
by laboratories/conformity assessment bodies (Figure 5) [8,9]. 

 

 
Figure 5. Model 1 of periodic verification practiced internationally. 
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At the same time, in some more developed countries, the same type of periodic 
verifications are practiced through tests, but these are carried out by bioengineers within medical 
institutions, who have their own testing equipment (Figure 6). 

This implies that the medical institution must have the financial possibility to purchase 
and own the testing devices, including the instruments necessary for carrying out the periodic 
verification. At the same time, it is necessary to ensure the appropriate conditions for carrying 
out the periodic verifications, as well as the human resources (bioengineers, engineers) qualified 
and trained to be able to carry out the periodic verifications of the medical devices in the 
institution [10]. 

 

 
Figure 6. Model 2 of periodic verification practiced internationally. 

 

At the national level, until 2017, medical devices that were qualified as measuring 
instruments were actually subject to metrological verifications that could not guarantee the 
conformity or the level of conformity of the safety parameters and, in particular, of the 
performance parameters. While, in the healthcare system, a wider variety of types of medical 
devices were exploited and used, important in terms of the intended purpose, with safety and 
performance parameters that required to be subject to periodic assessment through examination 
and laboratory tests. Respectively, on the one hand, the medical devices that were subject to 
metrological verification were insufficiently verified in terms of confirming the conformity of the 
safety and performance parameters. And, on the other hand, only a few types of medical devices, 
from the wide range of those used in the healthcare system, were subject to metrological 
verification (Figure 7). 

 

 
Figure 7. Ratio between medical devices subject to metrological verification and 

those used in the healthcare system that required periodic verification. 
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Numărul minim a tipurilor de dispozitive medicale utilizate în sistemul de sănătate

Tipurile de dispozitive medicale supuse verificării metrologice
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Accordingly, following the research and analysis carried out to develop the concept of 
periodic verification of medical devices put into service and in use in the healthcare system of 
the Republic of Moldova, we have identified several options or conceptual models for carrying 
out periodic verification, namely: 

 

- by an accredited and recognized state laboratory; 
- by bioengineers within medical institutions; 
- by state and private conformity assessment bodies. 

 

Considering the need for investments, as well as the allocation of human resources and 
appropriate spaces for carrying out periodic verification activities, conceptual model 3 (Figure 8) 
was identified as the most viable option, which involves carrying out periodic verifications by 
both state and private conformity assessment bodies [11-13]. In order for conformity assessment 
bodies to be admitted to carry out periodic verifications of medical devices put into service and 
in use, they must be accredited under the terms of Law no. 235/2011 on accreditation and 
conformity assessment activities, and subsequently recognized by the authority in the field, 
which is the Ministry of Health. 

 

 
Figure 8. Conceptual model 3. Periodic verification of medical devices by state and 

private conformity assessment bodies. 
 

The following step is the regulation of the mechanism for periodic verification of medical 
devices. Based on the provisions of Law No. 102 of June 9, 2017 on medical devices, we have 
developed and submitted for approval, the draft Government Decision for the approval of the 
Regulation on the periodic verification of medical devices put into service and in use, which was 
approved and became: Government Decision No. 966 of November 14, 2017, for the approval of 
the Regulation on the periodic verification of medical devices put into service and in use [14]. 
  And, based on the approved Regulation, a draft order was developed regarding the 
specific procedures for periodic verification of medical devices (Figure 9), subsequently approved 
according to the Order of the Ministry of Health, Labor and Social Protection [15]. 

With the approval of the specific procedures for periodic verification of medical devices, 
we can say that the creation and implementation of a new system for periodic verification of 
medical devices has been achieved, which is an important step for the healthcare system of the 
Republic of Moldova, today the full regulatory framework is applicable to be able to carry out 
such periodic verifications of medical devices, at the national level. 
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Figure 9. Draft order on specific verification procedures. 

 

4. Discussions 
MDMIS contains and provides data and information related to medical devices and 

their lifecycle events which is necessary for effective medical device management.  
The information system has been developed following the Swiss model and is 

currently functional and implemented in all public health care institutions in the Republic of 
Moldova. It can also be extended to private medical facilities.  

At the same time, the new mechanism for periodic conformity assessment of medical 
devices, which involves periodic assessment of general safety, electrical safety and 
performance parameters, is functional and implemented at national level. Respectively, all 
public health care institutions in the Republic of Moldova are obliged to ensure the periodic 
verification of medical devices. 

Such types of periodic verification by laboratory tests are applied in the countries of 
the European Union, as well as in the USA, Japan, Australia, Ukraine, etc. In the ISC countries 
(countries of the ex-Soviet Union), metrological verification is still applied to medical devices, 
but not periodic verification by laboratory tests. 

 

5. Conclusions 
The Medical Device Management Information System is an extremely important step in 

the efficient management of medical devices, which together with the new system for periodic 
verification of medical devices contributes to the implementation of efficient management of 
medical devices. It allows a data-driven decisions making regarding the replacement of certain 
medical devices, or the procurement and maintenance of medical devices, as well as ensuring 
the health system with safe, high-quality and effective medical devices. 
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Abstract. This paper deals with the features of quantum computing for a system containing a 
relatively large number of qubits n, which is characterized by a half-integer effective spin S 
in the Schwinger representation of paired bosons. It was shown that for n = 70, the number 
of boson states corresponding to lowest 2S + 1 excited energy levels of each of the two 
harmonic oscillators implementing the two-boson representation of the effective spin S is N 
= 1070  = 1.18 x 1021. Under such conditions, it can be assumed with great precision that for n 
≥ 70 all boson states of both harmonic oscillators participate in the implementation of the 
two-boson representation of the effective spin S. This allows one to apply the quantum field 
theory methods when performing quantum computations for multi-qubit systems. Another 
advantage of the Schwinger representation of paired bosons compared to the spinor 
representation when performing quantum computations for multi-qubit systems is that in the 
first case the form of the spin projection operators of the effective spin S does not depend on 
the number of qubits n.  

 

Keywords: effective spin, harmonic oscillators, bosons, spin projection operators, logical elements. 
 

Rezumat. Au fost studiate particularitățile calcului cuantic pentru un sistem cu un număr 
relativ mare de qubiți n, care este caracterizat prin spinul efectiv semiîntreg S în 
reprezentarea lui Schwinger a bosonilor perechi. S-a demonstrat că pentru n = 70 numărul de 
stări bosonice care corespund celor mai de jos 2S + 1 niveluri energetice excitate ale fiecăruia 
dintre cei doi oscilatori armonici, care implementează reprezentarea spinului efectiv S prin 
intermediul a doi bosoni, ecte N = 1070 = 1.18 x 1021. În astfel de condiții, se poate considera 
cu precizie inaltă că pentru n ≥ 70 toate stările bosonice ale ambilor oscilatori armonici 
participă la reprezentarea spinului efectiv S prin intermediul a doi bosoni. Această situație 
permite aplicarea metodelor teoriei cuantice a câmpului atunci, când se efectuează calcule 
cuantice pentru sisteme multi-qubit. Un alt avantaj al reprezentării spinului efectiv S prin 
intermediul bosonilor perechi, în comparație cu reprezentarea spinorică, este că în primul caz 
forma operatorilor priiecțiilor spinului efectiv S nu depinde de numărul de qubiți n. 

 

Cuvinte cheie: spin efectiv, oscilatori armonici, bosoni, operatorii proiecțiilor spinului, elemente 
logice.  

 

https://doi.org/10.52326/jes.utm.2025.32(2).06
https://orcid.org/0000-0003-1320-3889?lang=en


 I. Geru 69 

Journal of Engineering Science  June, 2025, Vol. XXXII (2) 

1. Introduction  
The first report on the possibility of building a quantum computer as a calculating 

machine based on quantum-mechanical laws was proposed by Feynman [1]. The fundamental 
difference between calculations performed quantum and classical computers is that unlike a 
bit, a quantum bit (cubit) is a linear combination of quantum states |1/2, 1/2> = |0>  and |1/2, 
-1/2> = |1> corresponding to real or effective spin S = 1/2 [2]: 

 

 |𝜓𝜓 > = 𝛼𝛼|0> + 𝛽𝛽|1>, (1) 
 

where: 𝛼𝛼 and 𝛽𝛽 are complex coefficients satisfying the equality  
 

 |𝛼𝛼|2 + |𝛽𝛽|2 = 1. (2) 
 

In the case of real coefficients 𝛼𝛼 and 𝛽𝛽, the wave function |𝜓𝜓 > is considered as a 
vector in a linear space in which the orthogonal wave functions |0> and |1>  (< 0|0>  = 1, 
< 1|1>  = 1, < 0|1> = 0) play the role of a basis of this space. In the case of complex 
coefficients 𝛼𝛼 and 𝛽𝛽, the qubit |𝜓𝜓 > geometrically is presented by the unit vector, which has 
its origin in the center of the Bloch sphere and the end on its surface. There is an infinite set 
of points on the surface of Bloch sphere and correspondingly any qubit would be in an infinite 
set of states. It would seem that from one qubit it would be possible to obtain a set of clones 
of one arbitrary state |𝜓𝜓 >  and carry out measurements of the state of each copy. Then with 
the probability |𝛼𝛼|2  the qubit would be found in the state |0> and with the probability |𝛽𝛽|2 
it would be found in the state |1>. Since |𝛼𝛼|2 and |𝛽𝛽|2 can have infinitely many values, it 
would be possible to obtain infinitely many information in one qubit. However, in fact it is 
not so, because during the measurement of the qubit state it can be found only in one from 
two possible states |0 >  or |1 >.  Therefore, the scenario described above cannot be 
implemented due to existence of no-cloning theorem of Nootters and Zurek [3]. 
 Despite the restrictions caused by the no-cloning theorem, the number of publications 
in the field of quantum computing continues to grow, especially after the discovery of 
Deutsch-Jozsa [4, 5], Shor [6] and Grover [7,8] algorithms. Practically in all these studies the 
spinor algebra formalism is used [2] in view of the fact that a system consisting of one or 
more qubits can be characterized by an effective spin S.  
 Along with the spinor representation, there are the representations of spin projection 
operators via creation and annihilation Bose operators, such as Holstein-Primakoff [9] and 
Dyson-Maleev [10,11] representations. However, these representations are not very 
convenient in applications. Precisely, in the Holstein-Primakoff representation the spin 
projection operators 𝑆𝑆𝑥𝑥 and 𝑆𝑆𝑦𝑦 depend on Bose operators in such a way that the last are found 
under the square root. On the other hand, the use of 𝑆𝑆𝑥𝑥 and 𝑆𝑆𝑦𝑦 operators in the Dyson-Maleev 
representation leads to the non-Hermitian Hamiltonian. Unlike such behavior of spin 
projection operators in Holstein-Primakoff and Dyson-Maleev representations, exists the 
Schwinger representation of angular momentum by means of paired bosons [12]. This 
representation is free from the deficiencies mentioned and can be successfully applied to 
quantum computing [13,14] 
 This paper shows how to simplify quantum computations for n-qubit system (n ≥ 70) 
using features of the Schwinger representation of paired bosons for the effective spin S 
characterizing such a system. Two features of this representation allow us to simplify the 
implementation of quantum computations. One of them is that the Pauli matrices that define 
quantum logic elements NOT (or X), Y, Z, and Hadamard gate for a single qubit with effective 
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spin S = 1/2 will also define quantum logic elements for n-qubit systems. This is due to the 
fact that in the case of these n-qubit systems the spin projection operators of the effective 
spin S do not depend on the number of qubits n. Another feature of the Schwinger paired 
bosons representation for the effective spin S is that, starting from some very large number 
of qubits n, it can be stated with great precision that all boson states of both harmonic 
oscillators take part in the implementation of this representation. Under these conditions, the 
quantum field theory methods [15] can be used to perform quantum computations. These 
methods cannot be used for performing the quantum computing in the case of a small number 
of qubits n. 

 

2. Features of a n-qubit system due to an effective spin S in the Schwinger paired 
bosons representation at large values of n 

Each multi-qubit system can be characterized by some effective spin S, the value of which 
depends on the number of cubits n [16]. For n cubits the basis vectors correspond to the eigen 
states of the spin projection operator 𝑆𝑆𝑧𝑧 related to spin S = 2𝑛𝑛−1- 1/2. The value S at different 
n is presented in Table 1 [16, p. 201]. 

Table 1 
Values of the effective spin S for different numbers n of cubits 

n 1 2 3 4 5 6 7 8 9 10   n 

S 1/2 3/2 7/2 15/2 31/2 63/2 127/2 255/2 511/2 1023/2 2𝑛𝑛−1 −
1
2

 
 

According to Table 1, with an increasing number of qubits the effective spin S quickly 
increase. For example, when n increases from 2 to 3, the effective spin S increases from 3/2 
to 7/2, while when n increases from 9 to 10, the effective spin S increases from 511/2 to 
1023/2. As a consequence of this, there is also a sharp increase in the dimensionality of the 
spin projection operator matrices in the spinor representation. For example, the 
dimensionality of each of the three spin projection operator matrices of the spin S = 1023/2 
is 1024 x 1024. 
 The 2S + 1 spin wave functions related to the effective spin S = 2𝑛𝑛−1 - 1/2, which 
characterizes the n-qubit system, is usually given in the spinor representation. However, for 
quantum computations it is convenient to express these wave functions in the Schwinger 
paired bosons representation [12]: 
 

 |S, 𝑀𝑀𝑆𝑆 > = [(𝑆𝑆 +  𝑀𝑀𝑆𝑆)!  (𝑆𝑆 −  𝑀𝑀𝑆𝑆)!  ]−1/2 (𝑎𝑎1+)𝑆𝑆+𝑀𝑀𝑆𝑆(𝑎𝑎2+)𝑆𝑆−𝑀𝑀𝑆𝑆 |0>, (3) 
 

where 𝑎𝑎𝑖𝑖+(𝑖𝑖 = 1, 2) and 𝑎𝑎𝑖𝑖 (𝑖𝑖 = 1, 2) are the operators of creation and annihilation of the bosons 
related to harmonic oscillators 1 and 2; |0>  = |0 >1∙ |0 >2, |0 >1 and |0 >2 are the vacuum 
states related to harmonic oscillators 1 and 2, 𝑀𝑀𝑆𝑆 is the eigen value of the spin projection 
operator 𝑆𝑆𝑧𝑧. The spin wave functions |S, 𝑀𝑀𝑆𝑆 >  (𝑀𝑀𝑆𝑆 = S, S-1, S-2, …, 2-S, 1-S, -S) from (3) can 
be presented as  

 

 |S, 𝑀𝑀𝑆𝑆 >  = |S + 𝑀𝑀𝑆𝑆 > ‧ |S - 𝑀𝑀𝑆𝑆 >, (4) 
 

where: 
 

|S + 𝑀𝑀𝑆𝑆 > = [(𝑆𝑆 +  𝑀𝑀𝑆𝑆)!  ]−1/2 (𝑎𝑎1+)𝑆𝑆+𝑀𝑀𝑆𝑆|0 >1, |S - 𝑀𝑀𝑆𝑆 > = [(𝑆𝑆 −  𝑀𝑀𝑆𝑆)!  ]−1/2 (𝑎𝑎2+)𝑆𝑆−𝑀𝑀𝑆𝑆|0 >2.(5) 
The spin projection operators in the Schwinger paired bosons representation using a 

system of units, in which Planck constant is equal to one, have the form [12]: 
 

 𝑆𝑆𝑥𝑥 = (1/2) (𝑎𝑎1+𝑎𝑎2 + 𝑎𝑎2+𝑎𝑎1),  𝑆𝑆𝑦𝑦 = (i/2) (𝑎𝑎2+𝑎𝑎1 - 𝑎𝑎1+𝑎𝑎2),  𝑆𝑆𝑧𝑧 = (1/2) (𝑎𝑎1+𝑎𝑎1 - 𝑎𝑎2+𝑎𝑎2). (6) 
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 3. Results and Discussion 
The formulas (6) can be obtained in the different way that it is done in the original 

Schwinger’s work [12]. For this we introduce a unitary spinor operator 𝑈𝑈𝑆𝑆 [14]:  
 

𝑈𝑈𝑆𝑆 = � 1
�(2𝑆𝑆)!

𝑎𝑎12𝑆𝑆  1
�(2𝑆𝑆−1)!

𝑎𝑎12𝑆𝑆−1𝑎𝑎2  • • •  1
�(𝑆𝑆+𝑀𝑀𝑆𝑆)!(𝑆𝑆−𝑀𝑀𝑆𝑆)!

𝑎𝑎1
𝑆𝑆+𝑀𝑀𝑆𝑆𝑎𝑎2

𝑆𝑆−𝑀𝑀𝑆𝑆  • • •

                                                                 1
�(2𝑆𝑆−1)!

𝑎𝑎1𝑎𝑎22𝑆𝑆−1   1
�(2𝑆𝑆)!

𝑎𝑎22𝑆𝑆 �,                                                                    (7) 
 

which satisfies the unitarity condition 𝑈𝑈𝑆𝑆+𝑈𝑈𝑆𝑆 = 1, where 1 is the unit operator corresponding 
to the unit (2S+1) x (2S+1)-matrix. Under the action of the unitary spinor operator 𝑈𝑈𝑆𝑆 , the spin 
projection operators 𝑆𝑆𝑥𝑥,  𝑆𝑆𝑦𝑦, and  𝑆𝑆𝑧𝑧 are transformed as follows: 

 

 𝑈𝑈𝑆𝑆+𝑆𝑆𝑥𝑥𝑈𝑈𝑆𝑆 = (1/2) 𝑈𝑈𝑆𝑆+𝜎𝜎𝑥𝑥𝑈𝑈𝑆𝑆 = (1/2) (𝑎𝑎1+𝑎𝑎2 + 𝑎𝑎2+𝑎𝑎1)∙ 𝑂𝑂𝑥𝑥, (8) 
 

 𝑈𝑈𝑆𝑆+𝑆𝑆𝑦𝑦𝑈𝑈𝑆𝑆 = (1/2) 𝑈𝑈𝑆𝑆+𝜎𝜎𝑦𝑦𝑈𝑈𝑆𝑆 = (i/2) (𝑎𝑎2+𝑎𝑎1 - 𝑎𝑎1+𝑎𝑎2)∙ 𝑂𝑂𝑦𝑦, (9) 
 

 𝑈𝑈𝑆𝑆+𝑆𝑆𝑧𝑧𝑈𝑈𝑆𝑆 = (1/2) 𝑈𝑈𝑆𝑆+𝜎𝜎𝑧𝑧𝑈𝑈𝑆𝑆 = (1/2) (𝑎𝑎1+𝑎𝑎1 - 𝑎𝑎2+𝑎𝑎2)∙ 𝑂𝑂𝑧𝑧, (10) 
 

where: 𝜎𝜎𝑥𝑥 , 𝜎𝜎𝑦𝑦  and  𝜎𝜎𝑧𝑧 are Pauli operators, 𝑂𝑂𝑥𝑥, 𝑂𝑂𝑦𝑦 and 𝑂𝑂𝑧𝑧 are so-called operator loads. In the 
Ref. [14] it has been proven that 𝑂𝑂𝑥𝑥 = 𝑂𝑂𝑦𝑦 = 𝑂𝑂𝑧𝑧  = 1.  

Taking these equalities into account, formulas (8) – (10) represent a transition from 
the spinor representation to the Schwinger paired bosons representation using the unitary 
operator 𝑈𝑈𝑆𝑆 . The right-hand sides of formulas (8) – (10) exactly coincide with the expressions 
for the spin projection operators 𝑆𝑆𝑥𝑥, 𝑆𝑆𝑦𝑦 and 𝑆𝑆𝑧𝑧 in the Schwinger paired bosons representation 
[12]. In the Springer paired bosons representation of an effective spin S the explicit form of 
the spin projection operators 𝑆𝑆𝑥𝑥, 𝑆𝑆𝑦𝑦 and 𝑆𝑆𝑧𝑧 should not depend on the value of S. Therefore, 
taking into acсount the Table 1, the explicit form of the spin projection operators should also 
not depend on the number of qubits n. This should lead to a significant simplification of 
quantum computations for multi-qubit systems. In this case all specific features of multi-
qubit systems compared to single-qubit system are determined only by the |S, 𝑀𝑀𝑆𝑆 >  spin 
wave function of a multi-qubit system in the paired bosons representation.  

It may be questionable whether in the paired boson representation the quantum logic 
elements of single- and multi-qubit systems coincide. In the spinor representation such a 
coincidence is impossible, since in this case any quantum logic element of an n-qubit system 
is a direct product of n logic elements of a single-qubit systems. However, despite the fact 
that in the Schwinger paired bosons representation the quantum logic elements do not 
depend on the number of qubits, the results of the action of these operators on the self 
functions related to single- and multi-qubit systems are different. This is due to the fact that 
the eigen vectors of single- and multi-qubit systems are different. Let us demonstrate this 
with a simple example of a quantum logic element Z = 2𝑆𝑆𝑧𝑧. In the spinor basis, the quantum 
logic element Z for one qubit has the form  

 

 𝑍𝑍(1) = (1 0 0 − 1 ), (11) 
 

while, for example, for a three-qubit system the following relation holds: 
 

 𝑍𝑍(3) = 𝑍𝑍1
(1) ⊗ 𝑍𝑍2

(1) ⊗  𝑍𝑍3
(1). (12) 

 

In the Schwinger paired bosons representation, the quantum logic element Z is 
determined by the operator 

 

 Z = 𝑎𝑎1+𝑎𝑎1 - 𝑎𝑎2+𝑎𝑎2, (13) 
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which retains its form for both a single qubit and in the general case for an n-qubit system. 
We especially note the absence in this case of the need to calculate the direct product of 
quantum logic elements, as is required in the case of the spinor representation. In the spinor 
representation, the eigen functions |S, 𝑀𝑀𝑆𝑆 > and eigen values 𝑀𝑀𝑆𝑆  of the operator 𝑆𝑆𝑧𝑧   are 
determined by simple equation: 

 

 𝑆𝑆𝑧𝑧 |S, 𝑀𝑀𝑆𝑆 > = 𝑀𝑀𝑆𝑆 |S, 𝑀𝑀𝑆𝑆 >. (14) 
 

In this case, the type of the operator 𝑆𝑆𝑧𝑧, the type of eigen functions |S, 𝑀𝑀𝑆𝑆 > and the 
eigen values 𝑀𝑀𝑆𝑆  depend on the number of qubits. In contrast to this, in the Schwinger paired 
bosons representation, the equation (14) has the form: 

 

(1/2) (𝑎𝑎1+𝑎𝑎1 - 𝑎𝑎2+𝑎𝑎2) |S, 𝑀𝑀𝑆𝑆 > = 𝑀𝑀𝑆𝑆 |S, 𝑀𝑀𝑆𝑆 >,(15) 
 

which does not depend on the number of qubits. Although the operator (𝑎𝑎1+𝑎𝑎1 - 𝑎𝑎2+𝑎𝑎2) does 
not depend on the number of qubits n, the spin wave functions |S, 𝑀𝑀𝑆𝑆 > and eigen values 𝑀𝑀𝑆𝑆 
depend on n. In the particular case S = 3/2, the equations for determining the eigen values 
𝑀𝑀𝑆𝑆 have the form: 

 

 (1/2) (𝑎𝑎1+𝑎𝑎1 - 𝑎𝑎2+𝑎𝑎2) (𝑎𝑎1+)3 |0 >1 = 𝑀𝑀𝑆𝑆 (𝑎𝑎1+)3 |0 >1, (16) 
 

 (1/2) (𝑎𝑎1+𝑎𝑎1 - 𝑎𝑎2+𝑎𝑎2) (𝑎𝑎1+)2𝑎𝑎2+ |0 >  = 𝑀𝑀𝑆𝑆  (𝑎𝑎1+)2𝑎𝑎2 
+ |0>, (17) 

 

 (1/2) (𝑎𝑎1+𝑎𝑎1 - 𝑎𝑎2+𝑎𝑎2) 𝑎𝑎1+ (𝑎𝑎1+)2|0>   = 𝑀𝑀𝑆𝑆  𝑎𝑎1+(𝑎𝑎1+)2 |0>, (18) 
 

 (1/2) (𝑎𝑎1+𝑎𝑎1 - 𝑎𝑎2+𝑎𝑎2) (𝑎𝑎2+)3 |0 >2 = 𝑀𝑀𝑆𝑆  (𝑎𝑎2+)3 |0 >2. (19) 
 

It is easy to show that the solutions of equations (16)-(19) are 𝑀𝑀𝑆𝑆 = 3/2, 1/2, -1/2, -3/2, 
which, as they should be, coincide with the solutions of equation (14) given in the spinor 
representation. This particular example demonstrates that although in the Schwinger paired 
bosons representation the operator 𝑆𝑆𝑧𝑧 does not depend on the number of qubits n, its eigen 
functions |S, 𝑀𝑀𝑆𝑆 > and eigen values 𝑀𝑀𝑆𝑆 depend on n. Since the quantum logic elements NOT 
(or X), Y, Z, and Hadamard gate H are defined via Pauli matrices that do not depend on the 
number of qubits, then in the Schwinger paired bosons representation these logic elements 
have the form 

 

 X = 𝑎𝑎1+𝑎𝑎2 + 𝑎𝑎2+𝑎𝑎1, 
 

 Y = i (𝑎𝑎2+𝑎𝑎1 - 𝑎𝑎1+𝑎𝑎2), (20) 
 

 Z =  (𝑎𝑎1+𝑎𝑎1 - 𝑎𝑎2+𝑎𝑎2), 
 

 H = 1
√2

 [ 𝑎𝑎1+(𝑎𝑎1 + 𝑎𝑎2 ) + 𝑎𝑎2+(𝑎𝑎1 − 𝑎𝑎2)]. 
 

Logic elements (20) have the same form both for one qubit and for multi-qubit 
systems. The same applies to the quantum logic elements T (or 𝜋𝜋/8), S (not to be confused 
with spin) and Ф with the corresponding phase factors in the second term of the first and 
third of these logic elements:   

 

 T = 𝑎𝑎1+𝑎𝑎1 + exp (i 𝜋𝜋/8) · 𝑎𝑎2+𝑎𝑎2 , 
 

 S = 𝑎𝑎1+𝑎𝑎1 + i 𝑎𝑎2+𝑎𝑎2 , (21) 
 

 Ф = 𝑎𝑎1+𝑎𝑎1 + exp (i Ф0/8) · 𝑎𝑎2+𝑎𝑎2 . 
The result of the action of operators (20) and (21) on the eigen functions of these 

operators depends on the number of qubits. This statement is confirmed by the fact that in 
the case of one qubit, instead of equations (16) - (19) for a three-qubit system, it is necessary 
to consider the equations  
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   (1/2) (𝑎𝑎1+𝑎𝑎1 - 𝑎𝑎2+𝑎𝑎2) 𝑎𝑎1+ |0 >1 = 𝑀𝑀𝑆𝑆 𝑎𝑎1+ |0 >1, 
 
 

   (1/2) (𝑎𝑎1+𝑎𝑎1 - 𝑎𝑎2+𝑎𝑎2) 𝑎𝑎2+ |0 >2 = 𝑀𝑀𝑆𝑆  𝑎𝑎2+ |0 >2,    (22) 
 

whose solutions are 𝑀𝑀𝑆𝑆 = 1/2, -1/2.  
 The two-boson representation of the effective spin S involves 2S + 1 states 
corresponding to the lowest energy levels of each of the harmonic oscillators 1 and 2. For a 
small number of qubits n, this number of states is negligible compared to the infinite number 
of states of each of the two harmonic oscillators. For example, for n = 2 (S = 3/2) only the four 
lowest excited states of each of two harmonic oscillators are involved in the implementation 
of paired bosons representation of the effective spin: 

 

   |3/2, 3/2 > = |3 >1 |0 >2,  |3/2, 1/2 > = |2 >1 |1 >2,   
 

   |3/2, -1/2 > = |1 >1 |2 >2,  |3/2, -3/2 > = |0 >1 |3 >2.    (23) 
 

All other energy levels of harmonic oscillators 1 and 2 must be excluded from consideration.  
In the general case, the exclusion of boson states of both harmonic oscillators that do 

not participate in the implementation of the Schwinger paired bosons representation of the 
effective spin S is performed using the relationship [17] (p. 267): 

 

   𝑎𝑎1+𝑎𝑎1+ 𝑎𝑎2+𝑎𝑎2 = 2S∙1,  (24) 
 

where: 1 is the unit operator represented by the unit (2S+1) x (2S+1)-matrix.  
With an increase in the number of cubits n, there is a sharp increase in the number of 

boson states of each of the quantum harmonic oscillators 1 and 2 participating in the two-
boson representation of 2S+1 spin states |S, 𝑀𝑀𝑆𝑆 > (𝑀𝑀𝑆𝑆 = S, S-1, …, 1-S, -S). Particularly, for n 
= 70 we obtain 2S+1 = 1.18 x 1021. Therefore, at n ≥ 70 the number of boson states of each 
of the quantum harmonic oscillators 1 and 2 participating to the paired boson representation 
of spin states can be considered with high precision equal to infinity. In this case, the methods 
of quantum field theory [15] can be used to perform quantum computations. 
 The possibilities of simplifying quantum computing in the case of multi-qubit systems 
considered in this paper may prove useful in connection with the development of quantum 
computer technology and the expansion of the range of problems solved with their help. 
Particularly, the IBM Corporation plans to demonstrate a quantum supercomputer in 2025 by 
linking together three 1386-qubit "Kookaburra" processors into a 4,158-qubit system [18]. At 
n = 4,158, the number of boson states of each of the two harmonic oscillators implementing 
the Springer paired bosons representation of the effective spin S is infinitely large number 
24,158 , which allows the use of quantum field theory methods to perform quantum 
computations. 

 

4. Conclusions 
1. Any n-qubit system can be characterized by an effective spin S = 2𝑛𝑛−1- 1

2
 .  

2. In the paired bosons Schwinger representation, the spin projection operators 𝑆𝑆𝑥𝑥, 𝑆𝑆𝑦𝑦  
𝑆𝑆𝑧𝑧 do not depend on the spin value S and, accordingly, on the number of qubits n.  

3. The explicit forms of logical elements NOT (or X), Y, Z, H, T (or 𝜋𝜋/8), S (not to be 
confused with spin) and Ф do not depend on the number of qubits n.  

4. At a high number of qubits n (n ≥ 70), the quantum computations for n-qubit 
systems can be performed using the quantum field theory methods.  
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Abstract. The digitization of small and medium-sized enterprises (SMEs) has accelerated in 
recent years, increasing their reliance on information systems to support core business 
operations. ENISA’s 2021 report showed an important growth in SME dependence on IT, while 
the World Economic Forum ranked cybersecurity failure among the top five global risks. 
Although digital transformation brings competitive advantages, it also exposes SMEs to cyber 
threats. A comparative analysis of scientific studies from the UK, Australia, the EU, Malaysia, 
and the USA identified social engineering, Denial of Service (DoS) / Distributed Denial of 
Service (DDoS), and Man-in-the-Middle (MitM) attacks as the most frequent threats. This 
article analyzes the main barriers preventing SMEs from implementing information security 
frameworks and identifies the lack of national-level regulations in the Republic of Moldova. 
Based on a structured model developed by the authors, the paper proposes tailored 
recommendations for improving information system security in Moldovan micro-enterprises. 
The findings emphasize the need for contextualized, cybersecurity solutions and public policy 
support targeting risk management and awareness. 

 

Keywords: cybersecurity, information system; framework, risk, SME. 
 

Rezumat. Digitalizarea întreprinderilor mici și mijlocii (IMM-uri) s-a accelerat în ultimii ani, 
crescând dependența acestora de sistemele informaționale pentru susținerea operațiunilor 
esențiale. Raportul ENISA din 2021 a evidențiat o creștere semnificativă a dependenței IMM-
urilor de tehnologiile IT, iar Forumul Economic Mondial a clasat eșecul în materie de 
securitate cibernetică printre primele cinci riscuri globale. Deși transformarea digitală aduce 
avantaje competitive, ea expune IMM-urile la amenințări cibernetice. O analiză comparativă 
a studiilor științifice din Regatul Unit, Australia, Uniunea Europeană, Malaysia și Statele Unite 
a identificat ingineria socială, atacurile DoS/DDoS și atacurile de tip MitM drept cele mai 
frecvente amenințări. Acest articol analizează principalele bariere care împiedică IMM-urile 
să implementeze cadre de securitate informațională și evidențiază lipsa unor reglementări 
naționale în Republica Moldova. Pe baza unui model structurat elaborat de autori, lucrarea 
propune recomandări specifice pentru îmbunătățirea securității sistemelor informaționale în 
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micro-întreprinderile din Moldova. Concluziile subliniază necesitatea unor soluții de 
securitate cibernetică adaptate contextual, precum și sprijinul politicilor publice orientate 
spre gestionarea riscurilor și creșterea nivelului de conștientizare. 

 

Cuvinte-cheie: securitate cibernetică, sistem informațional, cadru, risc, IMM. 
 

1. Introduction 
 Small and medium-sized enterprises (SMEs) play a very important role in the global 
economy, accounting for 90% of businesses worldwide [1]. In Australia, for example, SMEs 
represent 98% of all Australian enterprises, generate one-third of the total Gross Domestic 
Product (GDP), and employ 4.7 million people, while in the United Kingdom, SMEs account 
for approximately 99.9% of all businesses [1]. In the Republic of Moldova, it was reported in 
2020 that 98.6% of the enterprises active in the national economy are SMEs [2]. 
 The digitization of SMEs is no longer regarded as an option, but rather as a key driver 
of sustainable development in the context of a global digital economy. Digital transformation 
can enhance the competitiveness, efficiency, and adaptability of SMEs to emerging 
challenges, offering benefits such as: 

• improved operational efficiency and reduced costs through the automation of various 
processes, minimization of human errors, and time savings; 

• expanded access to new markets and customers, regardless of the company’s 
geographical location, through digital marketing and e-commerce; 

• the ability to make informed decisions based on the analysis of large volumes of data 
using a variety of Business Intelligence tools;  

• increased innovation and market competitiveness through the implementation of new 
business models and personalized services based on customer behavior analysis. 

 The digitization of small and medium-sized enterprises (SMEs) has been progressing 
in recent years. SMEs carry out various business processes that rely on information systems 
[3], such as: e-commerce; the exchange of information between employees, business 
partners, and customers [4]; as well as informing and promoting companies through websites 
and social media platforms. Information systems are defined as the complete set of software, 
hardware, data, people, and procedures that enable the use of a company's informational 
resources [5]. The 2021 report of the European Union Agency for Cybersecurity (ENISA) 
indicated a growing dependence of small and medium-sized business operations on 
information technology systems [6]. 
 What is certain is that technological progress adds competitiveness and can contribute 
to the increase of annual business revenues, but it also leads to heightened cyber risks 
associated with information systems security. In the 2019 report published by the World 
Economic Forum, cyber risks were ranked among the top 10 global risks [7], while in the 2021 
report, cybersecurity failure was assessed as the 4th major global risk [4]. The analysis of 
scientific studies revealed that SMEs are frequently targeted by cyberattacks. For instance, 
39% of SMEs in the United Kingdom reported having been targeted by cyberattacks in the 
past 12 months [8], while in Australia, statistics indicated that 66% of SMEs had fallen victim 
to cyberattacks [1]. In developing countries such as Malaysia, the percentage of SMEs affected 
by cyberattacks is even higher, reaching 85% [4]. In the Republic of Moldova, such statistics 
are lacking due to the immaturity of the field, making it very difficult to assess the real state 
of affairs [9]. 
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 The main challenges SMEs face in ensuring the security of information systems stem 
from insufficient allocated budgets, lack of awareness regarding information security issues, 
lack of support from top management who are unaware of the consequences of cyberattacks, 
the absence of processes and tools to improve security practices [8], and, of course, the 
employees' cybersecurity culture, with the human factor representing the greatest 
vulnerability in the information system [10]. 
According to a survey conducted by ENISA in 2021 [11], which involved 16 SMEs from 14 
European Union countries, European SMEs face the following issues: low staff awareness of 
information security, inadequate protection of critical and sensitive data, budget limitations, 
a shortage of Information and Communication Technologies (ICT) cybersecurity specialists, 
lack of appropriate cybersecurity guidelines tailored to SMEs, poor IT management, ICT-
related work shifting beyond SME control, and low support from company management [7]. 

 

 
Figure 1. Common security issues in European and Moldovan SMEs –  

synthesized from ENISA 2021 survey data and national context. 
 

 The scope is to analyze the current state of cybersecurity readiness among SMEs, 
identify common vulnerabilities, and propose tailored security measures that are both 
effective and feasible within the specific constraints of small and medium-sized businesses. 
The central hypothesis explored in this study is that the implementation of a structured, cost-
effective cybersecurity framework adapted to the SME context can reduce exposure to cyber 
threats, even in environments with limited institutional maturity in the field. To support this 
analysis, a review of key academic and institutional publications was conducted, including 
reports from ENISA, the World Economic Forum, Ponemon Institute, Check Point Research, 
Verizon and various country-specific studies focused on cybersecurity in the SME sector. 

 

2. Materials and Methods 
 This research was conducted based on a systematic review of specialized literature, 
with a focus on both international and national studies concerning information security in 
small and medium-sized enterprises (SMEs). Primary sources included ENISA reports [12-14], 
studies by Verizon [15,16], Ponemon Institute [17], Check Point Research [18], as well as peer-
reviewed scientific articles and governmental reports relevant to the context of the Republic 
of Moldova. 
 The methodology consisted of the following steps: 
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• Thematic bibliographic analysis, which allowed the identification of key threats, 
vulnerabilities, and reported security practices in SMEs at both international and 
national levels. Reference management and citation consistency were ensured using 
Mendeley Reference Manager. 

• Identification and systematization of IT infrastructure domains in SMEs, structured into 
seven core components: users, workstations, LAN (local area network), LAN-to-WAN, 
WAN (wide area network), remote access, and system/application domains. This 
structure was based on the security framework proposed by Kim & Solomon [19], 
which provides a logical mapping of organizational IT assets for targeted risk analysis 
and protection strategies. 

• Logical risk modelling, by correlating identified threats and vulnerabilities with the 
seven IT infrastructure domains, a domain-specific exposure. The conceptual design 
of this correlation process was supported using Xmind (version 25.01.01061) for visual 
mapping and clarity. 

 Adaptation and refinement of ENISA’s recommendations to the national SME context 
by formulating a set of feasible policies, processes, and technological measures tailored to 
Moldovan SMEs. These included low-cost yet effective security practices and awareness-
building initiatives focused on the human factor, considered the most vulnerability. 
 The methods applied were predominantly qualitative and descriptive, given the 
objective of synthesizing existing knowledge and tailoring it to a specific socio-economic and 
technological environment. 

 

3. Results 
The structured analysis of the scientific literature and the synthesis of relevant data 

for SMEs in the Republic of Moldova have led to the following results, which are described in 
detail below. 

 

 3.1. Aspects of Information Systems in SMEs 
From a technical perspective, the implementation of information systems (IS) in SMEs 

can be structured into seven key domains of IT infrastructure [19]. These domains are 
summarized in Figure 2 and briefly described below. 

 

 
Figure 2. Key domains of the information systems infrastructure in SMEs. 

 

(1) User Domain – covers SME personnel who access and operate the organizational IS. 
(2) Workstation Domain – includes all connected devices (PCs, laptops, tablets, 

smartphones). It distinguishes between thin clients (limited local resources, rely on 
network) and thick clients (fully equipped for local processing). 

(3) LAN Domain – comprises local networks built with Network Interface Cards (Media 
Access Control - based), Ethernet standards (Institute of Electrical and Electronics 
Engineers Standard 802.3), Unshielded Twisted Pair cabling (Cat 5/6), switches (Layer 
2 and 3), file/print servers, and wireless access points. Logical elements include user 
authentication, shared directories, IP configurations, and VLANs. 



 Securing Moldovan small and medium-sized businesses: strategies based on it infrastructure domains 79 

Journal of Engineering Science  June, 2025, Vol. XXXII (2) 

(4) LAN-WAN Domain – connects LANs to the Internet via TCP/UDP protocols. Common 
logical ports include HTTP (80), FTP (20), TFTP (69), Telnet (23), and SSH (22). 

(5) WAN Domain – enables interconnection between distant sites and Internet access. 
(6) Remote Access Domain – ensures connectivity for remote users through mobile access, 

Virtual Private Network (VPN), Wi-Fi, and secure Internet links, used more post-COVID. 
(7) System/Application Domain – includes mission-critical systems such as Transaction 

Processing Systems (TPS), Enterprise Resource Planning (ERP), Customer Relationship 
Management (CRM), and Management Information Systems (MIS) platforms. 

 

This structural view serves as the basis for mapping security vulnerabilities and 
associated threats across each domain. 

 

3.2. Security Threats Facing SMEs 
Analyzing and publishing data on security threats affecting SMEs is important, 

particularly for raising awareness among top management regarding the importance of 
securing the information systems they oversee. SMEs are attractive targets for cyber attackers 
due to the relatively weak security measures they implement—unlike large organizations, 
which invest in good protection systems to safeguard sensitive business data, including 
personal, financial, and commercial information [20]. 

Academic and industry reports identify the most common threats to SMEs as social 
engineering attacks, credential and data theft, misuse of organizational assets, malicious 
software - especially ransomware - web application attacks, and e-commerce supply chain 
breaches [1,17,21,22]. These threats can be grouped into six major categories, as illustrated 
in Figure 3. 

 

 
Figure 3. Major categories of security threats in SMEs. 

 

These threats can be analyzed by examining vulnerabilities across five key 
components: software, hardware, communication networks, data, and users. Among these, 
the human factor remains the most exploitable - 84% of cyberattacks leverage social 
engineering to manipulate individuals [7]. 

Software-related threats include ransomware, which can lock down organizational 
systems until a ransom is paid. ENISA’s 2021 report [13] describes an incident where attackers 
exploited the Remote Desktop Protocol (RDP) to gain unauthorized access to corporate 
servers. Other malware types - viruses, trojans, worms, rootkits, and downloaders—pose 
serious risks. Web applications are also frequently targeted through vulnerabilities such as 
cross-site scripting (XSS), buffer overflows, XML injection, and SQL injection [3]. 
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Network security is a critical aspect of information system protection. Both wired and 
wireless networks are vulnerable to attacks such as Denial of Service/Distributed Denial of 
Service (DoS/DDoS) [11,22,23], man-in-the-middle (MitM) attacks [23,24], and identity 
spoofing [25], where attackers impersonate legitimate devices to infiltrate networks. Wireless 
networks, although widely adopted for their convenience, are inherently less secure than 
wired ones and susceptible to authentication weaknesses and rogue access points [26]. 

Social engineering attacks, particularly phishing and spear phishing, are increasing in 
frequency. ENISA reports that 41% of attacks on SMEs fall into this category [11], often 
targeting top executives. These attacks succeed not by exploiting technical flaws but by 
manipulating human behavior. The lack of awareness and training in this area is an emerging 
challenge for effective cybersecurity in SMEs. 

Based on this classification, the specific threats and vulnerabilities identified for each 
IT domain are summarized in Table 1. 

Table 1 
Security threats and risks in SME IT domains [19] 

IT Domain Security Threats and Risks 

User Domain 
Unauthorized access; lack of awareness; security policy violations; use of 
removable media; unauthorized web downloads; system or application 
damage; sabotage; unauthorized actions 

Workstation Domain 

Unauthorized access to workstations, systems, applications, or data; OS 
vulnerabilities; software vulnerabilities; missing updates; malware infections; 
use of personal devices; use of removable media; unauthorized content 
downloads 

LAN Domain 

Unauthorized LAN access; unauthorized access to systems, applications, or 
data; server OS vulnerabilities; vulnerable server applications; unauthorized 
WLAN access; compromised wireless transmission; difficult network 
administration 

LAN-WAN Domain 

Unauthorized network and port scanning; unauthorized access; DoS/DDoS 
attacks; router/firewall firmware vulnerabilities; misconfigurations; remote 
access threats; unverified content downloads; access to malicious URLs; access 
to unrelated/non-business content 

WAN Domain 
Open access; unencrypted traffic; malware infections; data corruption; use of 
insecure protocols 

Remote Access 
Domain 

Brute-force and password attacks; multiple unauthorized access attempts; 
remote data compromise; data loss; theft of remote employees' devices; theft 
of employee credentials 

System/Application 
Domain 

Unauthorized access to data repositories; server unavailability due to 
maintenance; server OS vulnerabilities; insecure virtual environments; 
unauthorized access; vulnerable applications; data loss or corruption; loss of 
backup copies; IT system unavailability 
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The security risks faced by SMEs are substantial. A previous study showed that 
approximately 60% of SMEs that suffer a cyberattack go out of business within six months 
[27].  Several factors contribute to the limited implementation of cybersecurity frameworks, 
models, or standards in SMEs [1]: 

• Underestimation of cyber risk and the complexity of modern threats. 
• Lack of expertise and domain knowledge [17,28,29] leading to poor understanding by 

management regarding the importance of information security. 
• Limited financial resources, as managers tend to prioritize product or service 

development over security investments. 
• The steady stream of new digital tools (e.g. Internet of Things, Artificial Intelligence), 

which further complicate understanding and implementation. 
• Excessive and ambiguous information in the field, increasing uncertainty for decision-

makers. 
• Lack of perseverance due to the indirect or delayed visibility of returns from security 

investments. 
 

These limiting factors are summarized in Figure 4, which reflects the most common 
barriers preventing SMEs from adopting cybersecurity frameworks. 

 

 
Figure 4. Key factors limiting the implementation of information security  

frameworks in SMEs. 
 

 One of the most critical risks for SMEs is business failure [1], in addition to loss of 
competitiveness, financial damages, or legal issues resulting from compromised customer 
data. Moreover, the cost of recovery after a major incident can be extremely high, including 
equipment upgrades, implementation of security controls, and staff training. An additional 
concern is the recurrence of attacks - studies show that 28% of SMEs affected by cyberattacks 
are targeted again within two years. The range and severity of consequences that SMEs face 
following a cyber incident are illustrated in Figure 5. 

Research has shown that most studies on information security in SMEs have focused 
on developed countries such as the United Kingdom, the United States, Australia, and 
European Union (EU) member states. However, information security is also highly important 
for developing countries, such as the Republic of Moldova. 
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Figure 5. Main consequences of cyberattacks on SMEs. 

 

The analysis of scientific studies revealed that SMEs are frequently targeted by 
cyberattacks. In the United Kingdom, 39% of SMEs reported being attacked within the last 12 
months [8], while in Australia, statistical data showed that 66% had fallen victim to 
cyberattacks [1]. In developing countries such as Malaysia, the proportion is even higher, 
reaching 85% [4]. 

In the Republic of Moldova, such statistics are unavailable due to the immaturity of 
the field, making it very difficult to assess the actual state of cybersecurity among SMEs [9]. 

 

 
Figure 6. Percentage of SMEs targeted by cyberattacks in selected countries –  

United Kingdom, Australia, and Malaysia [1, 4, 8]. 
 

These results demonstrate not only the widespread nature of cyber threats across 
SMEs but also the pressing need for structured, context-aware cybersecurity policies - 
especially in underregulated environments like the Republic of Moldova. 
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4. Discussion 
The results of this study confirm that SMEs are exposed to a wide range of 

cybersecurity threats across all layers of their IT infrastructure, from end-users to remote 
access and core applications. These vulnerabilities are not isolated or accidental but systemic, 
reflecting both structural weaknesses and a lack of organizational preparedness. 

Compared to large enterprises, SMEs face disproportionate risks due to limited 
financial and human resources, minimal formalization of security processes, and low 
awareness at the management level. These findings are consistent with prior studies 
conducted in the UK [8], Australia [1], and Malaysia [4], which emphasize the lack of 
cybersecurity culture as a critical barrier. 

In the case of Moldovan SMEs, the situation is more severe due to the immaturity of 
national cybersecurity frameworks, a low adoption rate of digital technologies, and the 
absence of structured support mechanisms. Although international bodies such as ENISA 
provide valuable recommendations, this study shows that global guidelines must be 
contextualized to meet local needs.  

According to 2020 statistics, EU countries and the UK have mostly implemented 
security measures such as network access control, regular backups, software updates, and 
strong password policies. However, they show a low level of implementation of risk 
management practices, security testing, and secure remote access [7,8]. In a study referring 
to security practices among SMEs in the United States [30], several issues were identified 
regarding information system security: although SMEs use antivirus software, updates - 
considered a key element - are performed by only a portion of respondents. Firewall programs 
used both at endpoint devices [31,32] and at network nodes are deployed by only one-third 
of the respondents and are updated even less frequently. Problems with password usage and 
management were also observed. 

As for employee education, organizations in the UK implement awareness activities to 
a limited extent [8], which may be due to a lack of commitment from top management in this 
area. As shown in a study conducted in France [33], managers are typically occupied with 
entrepreneurial tasks and dedicate little time to data protection concerns. 

The ENISA report outlines the EU’s recommendations for implementation within SMEs, 
as well as priority areas in this domain (Figure 7). 

 

 
Figure 7. EU recommandations for SMEs [3]. 

 

As demonstrated in Table 1 and Figures 5 - 6, the impact of cyberattacks is huge and 
recurring, while the mitigation efforts remain fragmented. 

A notable limitation of this research is the lack of empirical data from Moldovan SMEs, 
caused by low transparency and reluctance to report incidents. This constrained the analysis 
to secondary sources and comparative literature. Future research should focus on empirical 
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validation through surveys, interviews, or incident analysis to assess the actual 
implementation of cybersecurity measures. 

Nevertheless, the findings show the urgent need for tailored, low-cost, and effective 
cybersecurity solutions that can be adopted even by microenterprises. Public-private 
partnerships, state-backed education programs, and regulatory incentives are needed for 
improving cyber resilience across the SME sector. 

These recommendations build upon a prior study by the authors [3], where a 
framework aligned with ENISA principles was adapted to the specific needs and constraints 
of SMEs in the Republic of Moldova. The proposed framework structures security measures 
into three categories: People, Processes, and Technology. It shows the need for security 
policies, staff training, and managerial involvement (People); incident response planning, 
password and patch management (Processes); and antivirus, encryption, access control, and 
secure backups (Technology). 

Building on this foundation, the underlying research problem addressed by the authors 
is the identification of security policies and practices that are both effective and realistically 
implementable in the SME environment, particularly within the Republic of Moldova. The 
study was guided by three core objectives: 

(1) to analyze the current challenges, security behaviors, and managerial attitudes within 
national SMEs; 

(2) to design a sustainable information system model aligned with SME capabilities; and 
(3) to develop a support platform with implementation guidelines, risk management 

tools, and clearly defined mappings of vulnerabilities, threats, and controls. 
These components form the basis for a cybersecurity reference model tailored to the 

needs of local SMEs. 

5. Conclusions 
 This study emphasizes the need to strengthen information system security in small 
and medium-sized enterprises, especially in countries such as the Republic of Moldova. The 
analysis showed that SMEs are exposed to a wide variety of cybersecurity threats affecting 
multiple layers of IT infrastructure, from users and devices to networks and business 
applications.  
 Despite their economic importance, SMEs in developing countries often give priority 
to immediate business needs, while information security remains a secondary concern. This 
approach increases exposure to cyber threats, especially in the context of digitalized and 
technology-driven operations. Security should not be seen as optional, but as a necessary 
component of business continuity. 
 The results indicate that SMEs are limited by reduced financial and human resources, 
insufficient awareness at the managerial level, and the absence of a coordinated approach to 
risk. While international recommendations, such as those from ENISA, provide useful 
guidance, they need to be adapted to local conditions to be effective in practice. 
 Further research is needed to collect empirical data from SMEs in the Republic of 
Moldova. A national-level survey would help assess the current state of information security, 
including: 

• security measures applied in practice; 
• types of threats encountered; 
• employee and manager awareness levels; 
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• and how risks are perceived and managed. 
 The long-term objective is to design a support platform tailored to the local SME 
environment, offering practical tools and guidance for improving resilience against cyber 
incidents. 
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Abstract. One of the main development challenges facing the Republic of Moldova is its 
vulnerability to state security threats and risks. In the context of the objectives for developing 
the digital economy and digitalizing public services, measures to counter cyber threats and 
risks become imperative. Law No. 48/2023 on cyber security stipulates the implementation 
of requirements, measures, and mechanisms to ensure a sufficiently high level of security for 
networks and information systems in the Republic of Moldova, capable of guaranteeing the 
protection of the vital interests of individuals and legal entities, society, and the state, as well 
as the national interests of the Republic of Moldova. In this regard, the human resources' 
preparation level plays a primary role and is a priority. Developing cybersecurity skills among 
staff is an indispensable part of the process of ensuring the cybersecurity of systems and 
information resources. The creation of the National Institute for Cybersecurity Innovation 
CYBERCOR aims ultimately to ensure the necessary level of cybersecurity competencies 
among personnel, strengthening the security of networks and information systems. The 
appropriate professional development of public authority staff at any level and employees of 
other legal entities, public or private, will enable the prevention and counteraction of cyber 
threats and risks. 

 

Keywords: cybersecurity, personal development, training programs, professional development, 
cybersecurity training exercises. 

 

Rezumat. Una dintre principalele provocări de dezvoltare cu care se confruntă Republica 
Moldova este vulnerabilitatea sa la amenințări și riscuri la adresa securității statului. În 
contextul obiectivelor de dezvoltare a economiei digitale și digitalizării serviciilor publice, 
măsurile de contracarare a amenințărilor și riscurilor cibernetice devin imperios necesare. 
Legea nr. 48/2023 privind securitatea cibernetică prevede implementarea cerințelor, 
măsurilor și mecanismelor necesare pentru a asigura un nivel suficient de ridicat de securitate 
a rețelelor și sistemelor informatice din Republica Moldova, capabil să garanteze protecția 
intereselor vitale ale persoanelor fizice și juridice, ale societății și ale statului, precum și a 
intereselor naționale ale Republicii Moldova. În acest sens, nivelul de pregătire a resurselor 
umane joacă un rol esențial și reprezintă o prioritate. Dezvoltarea competențelor în domeniul 

https://doi.org/10.52326/jes.utm.2025.32(2).08
https://orcid.org/0000-0001-7809-0868
https://orcid.org/0000-0002-8972-8262
mailto:ludmila.peca@isa.utm.md


88 D. Ţurcanu, L. Peca, A. Prisacaru, T. Țurcanu 

Journal of Engineering Science  June 2025, Vol. XXXII (2) 

securității cibernetice în rândul personalului este o componentă indispensabilă a procesului 
de asigurare a securității sistemelor și resurselor informaționale. Crearea Institutului Național 
de Inovații în Securitatea Cibernetică CYBERCOR are ca obiectiv final asigurarea nivelului 
necesar de competențe în domeniul securității cibernetice în rândul personalului, 
consolidând securitatea rețelelor și a sistemelor informatice. Formarea profesională adecvată 
a angajaților autorităților publice, indiferent de nivel, precum și a salariaților altor entități 
juridice, publice sau private, va permite prevenirea și contracararea amenințărilor și riscurilor 
cibernetice. 

 

Cuvinte-cheie: securitate cibernetică, dezvoltare personală, programe de formare, dezvoltare 
profesională, exerciții de instruire în domeniul securității cibernetice. 

 

1. Introduction 
In a global context dominated by rapid digitalization, the Republic of Moldova is 

rapidly developing its information and communication technology (ICT) sector, significantly 
contributing to economic growth and providing a solid foundation for IT innovation and 
outsourcing. The launch of Moldova’s Digital Transformation Strategy 2023–2030 reflects 
the country's ambition to build a robust digital economy and strengthen cybersecurity culture [1]. 
However, in this process, cyber threats have become a major challenge, putting pressure on 
the digital security of both public and private infrastructures. The COVID-19 crisis highlighted 
the vulnerability of essential digital services to cyberattacks, emphasizing the need for a 
robust cybersecurity culture at all levels of society. 

The ICT sector has grown rapidly due to high market demand, dynamic competition, 
and coordinated support from all involved stakeholders. Contributing approximately 7% to 
the national GDP and generating annual revenues of around 15 billion MDL (approximately 
900 million USD), the ICT sector has become a key pillar of the Moldovan economy. Between 
2015 and 2020, information technology (IT) became the primary growth driver, surpassing 
telecommunications, with a 3.6% contribution to GDP in 2020, compared to only 0.8% in 
2013, when IT was first prioritized as a national policy focus. 

This growth has been supported by competitive costs, advantageous location, and the 
availability of skilled professionals in Moldova, as well as by fiscal incentives offered to 
residents of the Virtual Moldova IT Park. International and national reports on digitalization 
(such as the UN DESA e-Government Index, the Networked Readiness Index, and reports from 
ANRCETI) reflect progress in internet access, IT device usage, and the implementation of e-
government platforms. 

However, ICT development and digital transformation have contributed to a 
substantial growth in cyber risks. The acceleration of digitalization has attracted numerous 
cyber threats, further amplified by the pandemic, which highlighted the vulnerability of 
digital services and the economy to these constantly evolving risks. 

For example, the assessment report [2] conducted by the International 
Telecommunication Union (ITU) provides an overview of cyber threats in the Republic of 
Moldova. Like other countries, Moldova is affected by various types of cyberattacks that target 
government entities, the private sector, and the general population. Although authorities 
monitor cyber threats related to government entities, achieving a holistic understanding of 
cyberattacks at the national level remains challenging This issue is also highlighted in the 
Moldova Cybersecurity Governance Assessment developed by DCAF, which outlines persistent 
challenges in institutional coordination, clarity of roles, and the visibility of cyber risks at the 
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national level [3]. Common types of cybersecurity incidents include online scams, phishing 
(including smishing and vishing), ransomware, web defacement, and denial of service attacks. 

Since 2015, Moldova has faced attacks such as DDOS, phishing, brute force attacks on 
government information systems, and hijacking of official websites. The private sector is 
equally exposed, with small and medium-sized enterprises (SMEs) representing 
approximately 98.6% of all businesses in the country as of 2019 [4]. These SMEs are 
particularly vulnerable due to their limited capacity to implement robust cybersecurity 
measures. According to ODIMM data, fewer than 17% of SMEs have effectively integrated 
digital technologies into their operations, revealing both a significant untapped potential and 
an urgent need to adopt standardized cybersecurity protocols [5]. 

According to the 2020 Global Cybersecurity Index (GCI) published by the International 
Telecommunication Union (ITU), the Republic of Moldova ranks 33rd in Europe and 63rd 
globally. The GCI serves as a benchmark for evaluating national commitment to cybersecurity 
across five key domains: legal, technical, organizational, capacity development, and 
cooperative measures. 

 

2. Materials and methods 
The methodological approach adopted for cybersecurity capacity development at 

CYBERCOR integrates theory with applied practice, combining formal instruction with hands-
on simulations. A key element is the E-Academy platform, available through CYBERCOR’s 
internal learning environment, which enables realistic training environments by simulating 
corporate networks and attack scenarios. These simulations are aligned with international 
frameworks such as ISO/IEC 27001 and ISO/IEC 31000, and cover all phases of cyber incident 
response—protection, detection, reaction, and recovery. 

Additionally, the curriculum design process involves collaboration with industry 
partners (e.g., Cisco, Fortinet, Palo Alto), allowing the integration of certified training 
programs. Practical content includes structured exercises in computer networks and network 
security, developed by academic staff, and used across bachelor and master’s levels. Training 
outcomes are monitored through performance assessments, SIEM tools, and feedback 
systems, ensuring the practical relevance and adaptability of content to current threats. 

All methodological components aim to support the development of both individual 
skills and organizational readiness in the cybersecurity field. 

 

3. Results and discussions 
According to the 2020 Global Cybersecurity Index (GCI) published by ITU, the Republic 

of Moldova demonstrates varied performance across the assessed cybersecurity domains. In 
terms of legal measures, Moldova obtained a score of 16.73, reflecting a well-developed legal 
framework for cybersecurity. Technical measures also registered a strong performance, with 
a score of 16.86, indicating the presence of robust digital protection tools and infrastructure. 

In contrast, organizational measures scored 13.21, suggesting that improvements are 
needed in the strategic planning and governance of cybersecurity at the institutional level. 
Capacity development scored 13.09, highlighting the urgent need to expand training, 
education, and workforce development programs in cybersecurity. For cooperative measures, 
Moldova scored 15.89, reflecting active participation in international partnerships and 
collaborative initiatives. 

Overall, Moldova achieved a GCI score of 75.78, ranking 33rd in Europe and 63rd 
globally. These results underscore the country's strengths in legal and technical dimensions 
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while also revealing areas for further development - particularly in organizational maturity 
and capacity building. Figure 1 presents Moldova’s scores across the five core areas of 
cybersecurity, as assessed in the 2020 GCI. 

 

 
Figure 1. Moldova’s scores across evaluation domains as reflected in the 2020 

Global Cybersecurity Index (GCI) report [6]. 
 

According to the ITU’s assessment report aimed at supporting the establishment of a 
national Computer Incident Response Team (CIRT-MD), the slight decline in Moldova’s 
performance in 2020 compared to previous years was primarily attributed to changes in the 
GCI methodology and question weighting. Nevertheless, Moldova has made steady progress 
since 2015, particularly in adopting national policies and cooperation agreements designed 
to enhance the protection of critical information infrastructure. 

In response to these challenges, the National Institute for Cybersecurity Innovation – 
CYBERCOR – was established to serve as a key driver for national cybersecurity progress. The 
institute plays a fundamental role in professional development, acting as a platform for 
advanced training, capacity building, and the consolidation of a national network of 
cybersecurity specialists. 

 

4. The role of CYBERCOR in professional development 
The primary objective of the Institute for Innovation in Cybersecurity CYBERCOR is to 

enhance cybersecurity competencies, contributing to the formation of a network of specialists 
equipped to address today’s information security challenges. CYBERCOR’s mission is to 
provide advanced training and support the development of organizational capabilities 
through a combination of educational programs and applied exercises that ensure 
comprehensive, up-to-date training for personnel involved in protecting digital 
infrastructures. 

CYBERCOR is dedicated to fostering professional development in information security, 
aiming to build competencies at all levels of society, from technical staff to decision-makers. 
It offers both analytical and implementation services for security systems, as well as 
specialized training designed to strengthen organizational resilience against cyber incidents. 

A fundamental objective of CYBERCOR is to train specialists to secure a high standard 
of theoretical and practical readiness in the protection of informational assets. These training 
sessions are designed to help organizations develop monitoring, management, and incident 
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resilience capacities. Following training, organizations are expected to autonomously identify 
and eliminate the primary causes of attacks and implement effective corrective measures to 
prevent future incidents. The training also encompasses processes for acquiring, developing, 
and maintaining ICT systems, ensuring data confidentiality, integrity, and availability in line 
with organizational protection standards. 

CYBERCOR offers a variety of programs and workshops that adhere to international 
standards, such as the ISO 2700X and 3100X families, relevant for information security and 
risk management. These workshops are essential for the efficient management of 
organizational continuity and for improving information security standards. During these 
sessions, essential recommendations are provided that organizations should implement to 
ensure strong cybersecurity governance and to develop robust risk assessment and 
management processes. 

CYBERCOR promotes the establishment of a robust IT governance system that ensures 
effective cyber risk management at the organizational level. This includes developing a clear 
information security policy and strategy as an integral part of the company’s overall 
development strategy. Key objectives of this governance system include: 

1. Implementing an IT governance structure. Ensures efficient management of IT and 
cybersecurity risks through a governance system focused on analyzing and mitigating cyber 
risks. 

2. Information security policy and strategy. As part of the organization's overarching 
strategy, the security policy should define objectives and necessary measures for information 
protection. 

3. Determining an acceptable risk level. Each organization should establish a risk 
tolerance level, integrating it into the risk strategy and providing regular reports on risks 
across processes and applications. 

4. Information security audits. IT governance and security processes should undergo 
regular audits as per a set plan to identify vulnerabilities and evaluate compliance with 
security standards. 

5. Introducing the role of information security officer. Creating a dedicated information 
security role with well-defined responsibilities and boundaries supports centralized and 
effective security management. 

6. Monitoring and evaluating security measures. Involves assessing the effectiveness of 
implemented measures and regularly reviewing security policies through penetration testing 
and other practical evaluations. 

7. Education and awareness programs. Raising employee awareness of the importance of 
information security is essential for reducing risks associated with the improper use of 
systems. 

8. Security incident management. Organizing processes for prompt and effective 
responses to security incidents at the organizational level and assigning responsibilities for 
information security. 

9. Long-term acquisition and development plan. Establishing a security systems 
acquisition and development plan for 1, 3, and 5-year periods ensures strategic security 
planning. 

10. Business continuity and disaster recovery plans. Organizing a continuity and post-
incident recovery plan is crucial for maintaining operational continuity in case of disasters. 
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11. Incident impact analysis and implementation of intervention plans. Involves assessing 
the impact of incidents and planning quick interventions, including periodic testing of 
systems and crisis communication plans. 

12. National and international cooperation. CYBERCOR aims to ensure effective 
cooperation at both national and international levels, disseminating relevant information, 
alerts, and international best practices to organizations in critical sectors. 

Moldova's national commitment to cybersecurity is also reflected in the National 
Security Strategy adopted in December 2023. This document places cybersecurity among the 
country's top strategic priorities and calls for stronger institutional resilience and broader 
cooperation across all sectors [7]. At the organizational level, applying concrete measures 
helps build the capacity to prevent and respond effectively to cyber threats, while also 
ensuring continuity of operations. In this broader context, aligning Moldova’s legislation with 
European Union standards is a necessary step, especially given the country's current status 
as an EU candidate. 

A critical step in aligning Moldova’s cybersecurity framework with European standards 
is the transposition of the NIS2 Directive, the Directive (EU) 2022/2555 of the European 
Parliament and of the Council, which sets out measures for a high common level of 
cybersecurity across the Union. This process also involves amending Regulation (EU) No. 
910/2014 and Directive (EU) 2018/1972, while repealing the earlier Directive (EU) 2016/1148 
[8]. The implementation of NIS2 is a national priority and plays a key role in strengthening 
Moldova’s cyber defense capabilities. It supports both institutional alignment with EU 
standards and the development of a more robust and coordinated cybersecurity ecosystem in 
the country [9,10]. 

 

5. Initiatives and training activities 
The National Institute for Cybersecurity Innovation plays a crucial role in professional 

development by organizing specialized courses and workshops in cybersecurity. Through the 
simulation platform „E-Academy”, CYBERCOR provides participants with an integrated 
experience that combines theory with applied practice, enabling them to strengthen their 
skills in a realistic environment. This platform is designed for both professionals and 
individuals responsible for security within small and medium-sized companies, where 
practical training opportunities have previously been limited due to resource constraints. 

Key focus areas of the cybersecurity training platform 
1. Realistic simulation of cyber threats. The „E-Academy” platform offers participants a 

virtual environment that faithfully replicates a corporate network. It is equipped with a full 
range of security tools and devices (firewalls, routers, IPS/IDS, and SIEM products) that enable 
complex simulations, including sophisticated attacks like ransomware and malware. All 
activities are recorded for later analysis and performance assessment. This customizable 
environment allows participants to learn how to detect, investigate, and respond effectively 
to current cyber threats. 

2. Network versatility. The adaptability of the platform allows for simulations of diverse 
configurations tailored to the needs and profile of each participating organization. A variety 
of attack scenarios, including simulations of complex threats such as trojans, exploits, and 
DDoS attacks, helps trainees identify specific vulnerabilities and better understand the need 
for investments in cybersecurity. 



 Cyber security professional development within CYBERCOR 93 

Journal of Engineering Science  June, 2025, Vol. XXXII (2) 

3. Diversity of simulated threats. A key feature of „E-Academy” is its ability to simulate a 
wide range of attacks tailored to different types of organizations. This includes both common 
and advanced threats, reflecting the complexity of modern cyber threats and preparing 
participants to handle incidents that could disrupt a company’s operational continuity. 

4. Adaptable curriculum. The platform offers specialized courses, such as Fileless Attack, 
Ransomware and Encryption, and Corporate Espionage. Each course is structured to cover all 
phases of the incident response cycle, including protection, detection, reaction, and recovery. 
In addition to simulation-based courses, CYBERCOR's curriculum incorporates practical 
resources developed by local academic staff, including collections of solved exercises 
designed to support hands-on learning in core areas such as computer networks [13] and 
network security [14]. These materials are widely used in undergraduate and master’s 
programs, helping students consolidate their technical understanding through real-world 
examples. 

5. Advanced learning, analysis, and feedback tools. The platform includes a complex set 
of tools for vulnerability scanning and SIEM exercises, providing real-time feedback to 
participants. Instructors can monitor participants’ progress, offering personalized guidance 
and discussing results in detail during evaluation sessions. Additionally, participants can 
revisit specific stages through video recordings to analyze decisions made and improve their 
response strategies. 

To address the cybersecurity skills gap, CYBERCOR collaborates with external partners 
such as Cisco, Fortinet, and Palo Alto. These partnerships support the continuous 
development of training programs, ensuring that the content and technologies used remain 
aligned with international best practices. This approach also reflects broader trends identified 
in recent reports, such as Fortinet’s global overview of workforce challenges in cybersecurity 
[11], as well as ENISA’s recommendations for advancing cybersecurity education and skills 
across the European Union [12]. Additionally, these collaborations enable the provision of 
internationally recognized courses and certifications, preparing participants to meet the 
increasingly rigorous demands of the cybersecurity field. 

 

 
Figure 2. Simulation of the „Dragonfly” Cyber Attack (exercise). 

 

The „E-Academy” platform includes advanced simulations of persistent and 
sophisticated attacks, such as „Dragonfly”. This type of advanced persistent cyber threat is 
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known for targeting critical infrastructure, including government entities, essential sectors 
like energy, water, aviation, and industrial manufacturing. Attacks in the "Dragonfly" family 
focus on compromising industrial control systems, with the ultimate goal of gaining 
unauthorized access to organizational networks and disrupting their operations. 

During the simulation, participants are trained to detect suspicious activities associated 
with attacks like „Dragonfly”, investigate targeted components and vulnerabilities, and 
implement response measures.  

The simulation covers complex attack scenarios, including network exploitation 
techniques and unauthorized access to control systems, reflecting the disruptive potential of 
such attacks on the operation of critical infrastructures. This model provides trainees with 
practical experience in identifying, analyzing, and mitigating threats that impact sectors 
essential to national security. 

The „E-Academy” platform is designed to meet the specific needs of trainees and the 
cybersecurity market in the Republic of Moldova. The objective of CYBERCOR and the „E-
Academy” platform is to contribute to the preparedness of Moldovan IT specialists by 
promoting a solid understanding of security incidents and attacks, as well as an effective 
response capability. 

Through the realistic and immersive learning environment of „E-Academy”, the platform 
offers trainees not only technical knowledge but also essential practical skills, such as 
configuring security systems and understanding the risks associated with improperly 
implemented measures. This enables organizations to develop long-term security strategies, 
multi-year security plans, and prioritized investments in systems and dedicated personnel. 
These skills are crucial for preparing companies to withstand cyberattacks and protect critical 
infrastructure effectively. 

To ensure high-quality and continuously updated cybersecurity skills, the platform also 
functions as a research and development laboratory. This center enables the team to develop 
and validate new cybersecurity tools and techniques, test security architectures, and analyze 
malware for a better understanding of attack mechanisms. 

CYBERCOR provides continuous and solid cybersecurity education to partner 
organizations, ensuring a practical and adaptable approach to current threats. CYBERCOR’s 
training approach is also grounded in modern e-learning methodologies, combining 
theoretical instruction with interactive, digital environments that support independent 
learning and experimentation. Previous research has emphasized the value of e-learning in 
developing ICT skills and its role in shaping effective engineering education strategies 
[15,16]. 

The National Institute for Cybersecurity Innovation, established at the Technical 
University of Moldova supported through the Future Technologies Project (FTA), sponsored 
by USAID and the Government of Sweden, was created in response to the shortage of 
specialized cybersecurity personnel, both nationally and internationally. In Moldova, 
cybersecurity is an underpromoted field and is rarely addressed within the traditional 
education system (secondary, high school, and university), lacking sufficient integration into 
the curriculum.  

The founding of the Institute aims not only to train a new generation of cybersecurity 
professionals but also to increase awareness and integrate this essential field into youth 
education. 
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6. Objectives and actions of the National Institute for Cybersecurity Innovation 
Founded to address the shortage of cybersecurity specialists, CYBERCOR at the 

Technical University of Moldova aims to accomplish the following objectives and measurable 
actions in its first year of operation: 
1. Research and studies 

o Conduct studies on methods for ensuring the cybersecurity of networks and 
digital services, with a focus on preventing attacks and enhancing the cyber resilience of 
information systems. 

o Develop software resources to protect data managed within cyber 
infrastructures. 

o Implement and test advanced security architectures and protocols. 
2. Professional development and continuous training 

o Support theoretical and practical training for students, master’s candidates, 
doctoral students, and professors, stimulating creativity and innovation in cybersecurity. 
o Organize cyber exercises and simulations within the Academy to prepare 

specialists for realistic cyberattack scenarios. 
o Offer training and workshops for IT personnel in the public and private sectors 

to strengthen national cyber defense capabilities. 
3. Partnerships and cooperation 

o Collaborate with public institutions to develop cybersecurity skills in line with 
the state’s plan for enhancing public sector personnel. 
o Participate in working groups to develop cybersecurity curricula at all 

educational levels. 
4. Dissemination and publicity 

o Disseminate academic results and research to increase interest in cybersecurity 
and expand the market. 
o Publish scientific articles, patent technical innovations, and participate in 

national and international conferences. 
5. Technical support and infrastructure 

o Provide technical and informational support for conducting cybersecurity 
workshops and training sessions. 
o Establish a specialized lab equipped with cutting-edge technologies and tools 

provided by global leaders in cybersecurity solutions (Cisco Systems, BitDefender, Palo 
Alto, MicroFocus, Fortinet, etc.). 
In addition to building technical capacity, CYBERCOR places emphasis on cultivating a 

sense of mission and shared purpose among trainees and educators. This perspective aligns 
with modern approaches to leadership and organizational development, which highlight the 
importance of understanding “why” behind every professional action [17]. Hosted from the 
Technical University of Moldova, with support from the Information Technology and 
Cybersecurity Service (STISC), the Electronic Governance Agency (AGE) and the Cybersecurity 
Agency (ASC), CYBERCOR will contribute to strengthening national security infrastructure and 
support the government’s digital transformation processes. 

The National Institute for Cybersecurity Innovation offers multi-dimensional education 
in cybersecurity, including undergraduate and master’s programs at the Technical University 
of Moldova, as well as executive education tailored to professionals and managers in the 
field. CYBERCOR is also actively involved in training teachers in schools and high schools, 
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disseminating best practices in cybersecurity among students, and contributing to the 
modernization of the school curriculum in cybersecurity. 

7. Strategic development directions of CYBERCOR 
 

The National Institute for Cybersecurity Innovation CYBERCOR aims to unify and 
coordinate cybersecurity initiatives within the Technical University of Moldova, consolidating 
a strategic action plan to advance this essential field. The new entity welcomes collaboration 
with international partners and top cybersecurity solution providers, fostering a high-quality 
educational environment that aligns with market needs. 

In its first year of operation, CYBERCOR plans to implement the following measurable 
actions: 
1. Faculty training. Training and certifying at least 20 faculty members from the FCIM and 
FET faculties through advanced programs provided by industry leaders, supported by Pearson 
VUE Testing Center. 
2. Student Training. Including cybersecurity courses for 200 students annually within the 
undergraduate and master's programs at FCIM and FET. Developing micro-master programs 
in cybersecurity. 
3. Enhancing teaching capacity. Integrating at least five industry trainers to improve the 
quality of the academic teaching process alongside university faculty. 
4. Providing practical training. Offering internships for students at STISC, AGE, and private 
cybersecurity companies, ensuring hands-on training. 
5. Organizing competitions and events. Hosting at least two national competitions in 
cybersecurity, with a minimum of 100 student participants. Organizing a roundtable with at 
least 50 participants from the public and private sectors to discuss current cybersecurity 
challenges and the role of academia. 
6. Training for educational institution staff. Collaborating with the General Directorate of 
Education, Youth, and Sports in Chișinău to provide training for school directors on online 
safety, reaching an audience of at least 100 participants. 
7. Training public sector employees. Organizing cybersecurity training for at least 600 public 
sector employees, subject to the approval of mandatory retraining through government 
decision. 
8. Inviting international trainers. Collaborating with international trainers, especially from 
Romania, to enhance education quality and overcome potential language barriers. 
9. Establishing educational partnerships. Forming at least three partnerships with leading 
cybersecurity providers to implement authorized courses and utilize software resources and 
educational tools in the training process. 

The National Institute for Cybersecurity Innovation „CYBERCOR” is committed to 
developing a qualified workforce and strengthening national capabilities in cybersecurity, 
thereby supporting digital transformation and the resilience of critical infrastructures in the 
Republic of Moldova. 

 

8. Conclusions 
The results of the GCI reveal Moldova's partial progress in strengthening digital 

resilience. While the legal and technical measures are relatively strong, the organizational 
dimension and capacity development remain underdeveloped. In response to this need, the 
CYBERCOR Institute was created to strengthen national capacities through advanced training. 
Through partnerships with industry leaders and simulation-based learning, CYBERCOR 
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contributes to the consolidation of a skilled cybersecurity workforce. The human-centered 
approach supports the development of practical abilities and institutional readiness to 
respond to cyber threats, thus contributing to improving the overall national cybersecurity 
posture. Continued investment in such structured professional development initiatives is 
essential to ensure Moldova’s resilience against emerging cyber threats.  

A version of these results was initially presented at the International Conference on 
Electronics, Communications and Computing (ECCO 2024), held on 17–18 October 2024 in 
Chișinău. 
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Abstract. This study investigates the effects of torrefaction on the properties of pellets 
produced from vegetable biomass residues of fruit shrubs. The research focuses on two pellet 
formulations: (1) a blend of sea buckthorn (Hippophae rhamnoides L.) and blackberry (Rubus 
fruticosus) residues and (2) a mixture of sea buckthorn residues with wheat straw. The 
torrefaction process was conducted in an inert argon atmosphere at temperatures between 
200 °C and 300 °C for durations ranging from 10 to 30 min. The study assessed the impact 
of these parameters on the net calorific value and ash content of the pellets. Results indicate 
that torrefaction significantly enhances the calorific value of the biomass, with optimal 
conditions identified at 250-280 °C and exposure times of 15-25 min. However, excessive 
temperature and duration lead to mass losses and increased ash content. These findings 
provide insights into optimizing torrefaction parameters for improving the quality of 
densified solid biofuels derived from agricultural residues. 

 

Keywords: torrefaction, fruit shrub biomass, solid biofuels, calorific value, ash content. 
 

Rezumat. Acest studiu investighează efectele torefierii asupra proprietăților peleților produși 
din reziduuri de biomasă vegetală provenite de la arbuști fructiferi. Cercetarea se 
concentrează pe două formulări de peleți: (1) un amestec de reziduuri de cătină albă 
(Hippophae rhamnoides L.) și mur (Rubus fruticosus) și (2) un amestec de reziduuri de cătină 
albă cu paie de grâu. Procesul de torefiere a fost realizat într-o atmosferă inertă de argon, la 
temperaturi cuprinse între 200 °C și 300 °C, pentru durate de expunere între 10 și 30 min. 
Studiul a evaluat impactul acestor parametri asupra valorii calorifice nete și conținutului de 
cenușă al peleților. Rezultatele indică faptul că torefierea îmbunătățește semnificativ 
valoarea calorifică a biomasei, condițiile optime fiind identificate la temperaturi de 250 - 280 
°C și durate de expunere de 15 - 25 min. Totuși, temperaturile și timpii excesivi conduc la 
pierderi de masă și la creșterea conținutului de cenușă. Aceste constatări oferă informații 
utile pentru optimizarea parametrilor de torefiere în vederea îmbunătățirii calității 
biocombustibililor solizi densificați obținuți din reziduuri agricole. 

 

Cuvinte cheie: torefiere, biomasă de arbuști fructiferi, biocombustibili solizi, valoare calorifică, 
conținut de cenușă. 
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1. Introduction 
The cultivation of fruit shrubs is an essential sector of agriculture, contributing to the 

diversification of agricultural production and generating additional income for farmers [1]. In 
the Republic of Moldova, due to its geographical position and morphological characteristics, 
especially in the Northern and Central regions, the areas designated for these crops have 
seen significant growth, increasing from 698 ha in 2021 to 908 ha in 2023 [2]. 

The results obtained in our previous research demonstrate that fruit shrubs generate 
a significant amount of plant biomass, which can be successfully used for the production of 
densified solid biofuels, including pellets [3-6]. The use of these residues as raw material for 
pellet production holds significant potential for the development of renewable energy in the 
Republic of Moldova. 

Wood pellets are successfully used for heating in both the residential and industrial 
sectors [7]. However, the production of pellets from agricultural residues, including plant 
biomass from fruit shrubs, has some disadvantages, such as hydrophilicity, low calorific value, 
and poor densification capacity [8,9]. 

Thermochemical treatment through torrefaction can eliminate or at least reduce these 
disadvantages by significantly modifying certain essential characteristics [10]. Torrefaction is 
a thermal treatment process in which biomass, before densification, or the final product is 
slowly heated in an inert or oxygen-deficient environment at temperatures ranging from 200 
to 300 °C [11,12 pp. 30-31]. The specialized literature describes three types of torrefaction: 
wet torrefaction [13], dry torrefaction [14] and ionic torrefaction [15]. Among these, dry 
torrefaction is the most widely used thermochemical treatment method for producing solid 
biofuels [16]. 

Regardless of the method used, torrefaction consists of several distinct stages: initial 
heating, pre-drying, post-drying, and intermediate heating [17]. However, the torrefaction 
mechanism remains a subject of scientific and practical interest, as it is specific to each type 
of biomass. It is important to note that research in this field varies significantly depending on 
the technological solutions applied [18,19]. In this context, studies focused on specific cases 
have been a constant concern for many researchers. 

For example, researchers in Canada analysed the effects of torrefaction on rice and 
peanut husks, wood sawdust, and bagasse in a nitrogen environment, depending on exposure 
duration and temperature. It was found that biomass torrefied at 300 °C achieved the highest 
heating value (HHV = 25.68 MJ/kg), comparable to the HHV of lignin [20]. Kumar 
demonstrated that densifying biomass torrefied at 225 °C reduces energy consumption and 
improves densification productivity [21]. Additionally, the positive effects of pre-processing 
torrefaction on cereal residues were highlighted by [22] for corn and cotton stalks. 

Researchers in Thailand studied the effects of torrefaction on four types of agricultural 
waste (corn cobs, coconut husks, cassava rhizomes, and rice husks) in an inert environment 
at temperatures ranging from 200 to 300 °C for 30 min. The results demonstrated that 
torrefaction is a promising technology for converting agricultural waste into solid biofuels, 
which can be used as an alternative to coal [23]. 

Information on the effects of torrefaction on different types of agricultural biomass is 
also available in studies by researchers from Poland and Sweden, who investigated wheat, 
rice, and rye husks and straw [24, 25], corn cobs, cotton, and sunflower stalks [26], corn and 
cotton stalks [27], as well as soybean husks, corn cobs, rice straw, and grapevine branches [28]. 
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The torrefaction of corn residue pellets with wet combustion gases highlighted that, 
at high steam concentrations, the decomposition reaction of hemicellulose occurs more 
rapidly, with the optimal torrefaction conditions being an exposure temperature of 260 °C 
and a duration of 20 minutes [29]. He efficiency of water vapor presence in the torrefaction 
atmosphere is also demonstrated in [30], due to its influence on the degradation kinetics of 
solid biomass. 

The effect of torrefaction on pellets produced from wheat straw and wood residues 
was analyzed using a laboratory setup that simulates heating conditions in the absence of 
oxygen. Torrefaction was conducted at temperatures of 240 - 270 °C for 15 min [31].  

The results indicated that the calorific value of woody biomass increased by 
approximately 16%, confirming the efficiency of the torrefaction process in the production 
chain of agricultural residue pellets. This finding is also supported by the research of 
Tumuluru et al. [11,32]. 

The possibility of using residues from poppy (Papaver somniferum L.) and buckwheat 
(Fagopyrum esculentum) in the pyrolysis process to improve energy performance and utilize 
biomass waste for biochar production was analyzed by Saletnik et al. [33]. In this study, 
samples were maintained in a nitrogen atmosphere with 99.99% purity and a gas flow rate 
of 2 min⁻¹ at temperatures of 400, 450, and 500 °C for 2 - 18 min. 

Although there are numerous studies on the torrefaction of agricultural residues, the 
specific characteristics of torrefying pellets made from biomass generated by fruit shrubs 
have been less explored. The aim of this study is to estimate the effect of torrefaction on 
pellets produced from mixtures of fruit shrub residues. 

The methodology used is based on a multifactorial study of the effects of torrefaction 
regimes on the quality of pellets produced from mixtures of sea buckthorn, blackberry, and 
wheat straw residues. The results obtained allowed for the optimization of the technological 
parameters of torrefaction. 

 

2. Material and Methods 
The research was conducted in the Solid Biofuels Scientific Laboratory of the Technical 

University of Moldova and in the Surface Engineering Laboratory within the Faculty of 
Mechanics at the "Gheorghe Asachi" Technical University of Iași. The study focused on two 
types of pellet samples: 

1. Mixture of sea buckthorn plant residues (SBPR) 30% and blackberry plant residues 
(BPR) 70%, called SBPR+BPR. 

2. Mixture of SBPR 30% and wheat straw (WS) 70%, called SBPR+WS. 
The torrefaction of the pellets was carried out in a Nabertherm N41/H thermal 

treatment oven, equipped with a separate chamber and controlled atmosphere, allowing the 
simulation of the torrefaction process in an argon environment within a closed space (Figure 1). 

The research was based on a 2² multifactorial experimental design with three levels. 
The considered influencing factors were the torrefaction temperature, ranging from 200 to 
300 °C, and the exposure duration, between 10 and 30 min. Statistical data analysis was 
performed using STATGRAPHICS Centurion version 18 software. 

For all the analyzed samples, the calorific value and ash content were determined. The 
gross calorific value was measured using the IKA C6000 isoperibol calorimeter, used in a 
constant volume environment, according to the SM EN ISO 18125:2017 standard. In this 
study, the calorific value is expressed as the net calorific value, adjusted to 10% moisture. 
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Figure 1. Sequences related to the torrefaction process of pellets from the Surface 

Engineering Laboratory at the Faculty of Mechanics, "Gheorghe Asachi" Technical 
University of Iași: a) electronic control panel for exposure time and temperature; b) and e) 

the samples investigated; c) Nabertherm N41/H thermal treatment oven before sample 
loading; d) protective box with gas inlet and outlet equipped with temperature sensors. 

 

The ash content was determined according to the SM EN ISO 18122:2023 standard, 
using an LH 05/13 muffle furnace. The detailed procedure for determining the ash content is 
described in [4]. 

Before testing, the torrefied pellet samples were crushed using the Retsch SM 100 
mill, equipped with a sieve with a mesh size of 1 mm. All tests were repeated five times, and 
the results were analyzed by determining the standard deviation and confidence interval. 

 

3. Results and discussions 
Following the statistical processing of the experimental data, the following regression 

equations were obtained, which adequately express the dependence of the examined factors 
on the torrefaction regimes: 

 

 Q = 6.46167+0.0471T+0.359583DE-0.000052T2-0.000135T·DE-0.00535DE2 (1) 
 

 A = 0.67333+0.0108T+0.052833DE-0.00002T2+0.00002T·DE-0.00105DE2, (2) 
 

where: Q - calorific value; T - torrefaction temperature; DE - exposure duration; A - ash 
content. 

The analysis of these equations allows for an understanding of the physico-chemical 
phenomena that occur during the torrefaction of the examined pellets. 

Thus, the analysis of equation (1), the results of which are presented in Figure 2, shows 
that both the increase in torrefaction temperature and exposure duration lead to an increase 
in the net calorific value. At the same time, the second-order terms of the equation suggest 
a nonlinear behaviour, indicating that, at very high temperatures and durations, the calorific 
value begins to decrease. The interaction between temperature and exposure duration shows 
that their combined effects are not purely additive, meaning that, under certain conditions, 
they can negatively affect the efficiency of the process. 
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Analyzing the dynamics of the process (Figure 2), it is observed that the calorific value 
starts to increase from the first phase of the experiment. This can be explained by the fact 
that, in the temperature range of 200-250 °C, hemicellulose begins to degrade, releasing 
volatile compounds and improving the carbon-to-hydrogen ratio. 

 

 
Figure 2. Diagram of the effects and response surface contours for the net calorific 

value (Q), adjusted to 10% moisture, of pellets obtained from SBPR+BPR, depending on 
the torrefaction temperature (T) and exposure duration (DE). 

 

In the range of 250-300 °C, cellulose undergoes partial pyrolysis, leading to a reduction 
in mass and the formation of more carbonized structures. Lignin, due to its thermal stability, 
undergoes slower degradation, thus contributing to the increase in calorific value. However, 
at temperatures exceeding 300 °C, excessive mass loss occurs, resulting in a decrease in 
calorific value. When the temperature and exposure duration are too high, mass losses are 
amplified by the release of combustible gases (CO, CH₄, H₂), which negatively affect the 
energy efficiency of the final product. This phenomenon is reflected by the negative second-
order terms of the regression equation. 

These findings are consistent with the results obtained by the collaborators of the 
Scientific Laboratory of Solid Biofuels at UTM in studies on agricultural biomass, such as 
wheat straw and woody residues [31]. 

It is worth mentioning that the increase in torrefaction temperature and exposure 
duration leads to a slow increase in ash content (see equation 2 and Figure 3), indicating 
losses of organic mass. The second-order terms show that, after a certain threshold, the 
increase in temperature and duration may slow down the accumulation of ash. 

 

 
Figure 3. Diagram of the effects and response surface contours for the ash content (A) 

of pellets obtained from SBPR +BPR, depending on the torrefaction temperature (T) and 
exposure duration (DE). 
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The interaction between temperature and exposure duration is insignificant, suggesting 
that these two variables have an almost independent effect on the ash content. The increase 
in ash content can be explained by the fact that, as the temperature rises, volatile organic 
compounds are released, and the biomass becomes richer in fixed carbon and ash. At higher 
temperatures and longer durations, losses of organic matter accentuate the ratio between 
ash and total mass. 

The negative higher-order terms suggest that, after a certain threshold, the increase in 
temperature no longer leads to a significant increase in ash content, as the mineral 
components reach a stable state. 

Next, the changes in the net calorific value (Q) and ash content (A) of pellets obtained 
from SBPR + WS are presented, depending on the torrefaction temperature (T) and exposure 
duration (DE). The regression equations describing these dependencies are: 

 

Q = 4.53333+0.05187T+0.34767DE – 0.00006T2-0.00014T·DE-0.0054DE2 (3) 
 

A = 4.45278+0.0112T+0.05458DE-0.00002T2+0.00002T·DE-0.00107DE2 (4) 
 

The Pareto diagram and the response surface contours (Figures 4 and 5) provide a clear 
visualization of the influence of temperature and exposure duration on the studied 
parameters. 

The positive coefficients of the linear terms in regression equations (3) and (4) indicate 
that both the increase in temperature and exposure duration contribute to the initial increase 
in calorific value and ash content. At the same time, the negative coefficients in equation (3) 
suggest a nonlinear relationship, indicating that after a certain value, the increase in 
temperature and duration begins to have a negative effect on the calorific value. Additionally, 
from equation (4), it can be observed that after a certain threshold, the effect of increasing 
temperature and duration on ash content becomes less pronounced, as confirmed by the 
negative coefficients of the higher-order terms. 

 

 
Figure 4. Pareto diagram and response surface contours for the net calorific value (Q), 

reported at 10% humidity of pellets obtained from SBPR +WS, depending on the 
torrefaction temperature (T) and exposure duration (DE). 

 

It is also observed that the two parameters have an almost independent influence on 
the calorific value and ash content, and a simultaneous increase in both may insignificantly 
reduce the efficiency of the process.  

The analysis of the diagrams in figures 2-5 highlights a high similarity between the 
dynamics of the torrefaction of SBPR +BPR pellets and that of SBPR +WS pellets, based on 
similar thermal processes. However, it should be noted that the torrefaction of mixtures 
containing wheat straw leads to a significant increase in ash content, reaching values over 
7.14% for regimes that provide the highest calorific value of the pellets. 
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Figure 5. Pareto diagram and response surface contours for the ash content (A), 
reported at 10% humidity of pellets obtained from SBPR + WS, depending on the 

temperature and exposure duration (DE). 
 

It is worth mentioning that the SM EN ISO 17225-6:2021 standard assigns this type of 
pellet to class B, which allows an ash content of up to 10%. To classify the pellets in category 
A, it is necessary to increase the proportion of SBPR or use other types of residues, while 
simultaneously reducing the percentage of WS. 

 

5. Conclusions 
Based on the findings, it can be concluded that: 
1. The optimal torrefaction temperature for pellets made from SBPR + BPR is between 

250 and 280 °C, where the calorific value is maximized and the increase in ash content is 
moderate. 

2. The effective exposure duration for SBPR + BPR is between 15-25 min, as the increase 
in calorific value becomes insignificant after this point, while mass losses may become too 
large. 

3. To prevent uncontrolled mass losses and a reduction in energy efficiency, 
temperatures above 300 °C and excessive durations (>30 min) should be avoided. 

4. The obtained information can be used by solid biofuel producers to maximize the 
quality of pellets made from fruit shrub residues. 
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Abstract. The rapid advancement of drone technology has significantly transformed 
environmental monitoring, enhancing capabilities for observing and managing agricultural, 
forestry, and aquatic ecosystems. This paper presents a comprehensive technical framework 
for implementing advanced drone-based systems into ecosystem monitoring, focusing on 
integrating high-resolution sensors, data processing, and artificial intelligence-based 
analytics. The framework incorporates modern technologies, including drones from Da-Jiang 
Innovations or First-Person View drones equipped with metric cameras for aerial 
photogrammetry. These can be further enhanced with multispectral and Light Detection and 
Ranging sensors to acquire real-time data, enabling more effective analysis. Furthermore, the 
Proxmox Virtual Environment is the core of the system’s architecture, increasing effective 
virtualisation and deployment. Core data processing technologies include Python scripts, 
Quantum Geographic Information System, and Pix4D software for photogrammetric 
reconstruction, as well as Elasticsearch for database management, acquisition, and storage. 
The Kibana platform ensures interactive data visualisation and supports evidence-based 
decision-making. The service-oriented structure and system modularity enable the rapid 
integration of new analytical tools that are adaptable to diverse ecological contexts. 
Validation in operational environments confirms the framework’s ability to address 
challenges in ecosystem management, particularly in remote areas. This integrated approach 
contributes to more sustainable and adaptive ecosystem monitoring and management 
practices. 

 

Keywords: drone-based monitoring, ecosystem management, real-time data processing, ai-driven 
analytics, precision agriculture. 

 

Rezumat. Evoluția accelerată a tehnologiei dronelor a transformat semnificativ procesul de 
monitorizare a mediului, extinzând capacitățile de observare și gestionare a ecosistemelor 
agricole, forestiere și acvatice. Lucrarea prezintă un cadru tehnico-științific complex pentru 
implementarea sistemelor avansate de monitorizare ecologică bazate pe drone, cu accent pe 
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integrarea senzorilor multispectrali și a tehnologiei de detectare și măsurare a distanței prin 
lumină, precum și a analiticii avansate asistate de inteligență artificială. Arhitectura este 
fundamentată pe mediul virtual Proxmox, care permite virtualizarea scalabilă și 
implementarea modulară a componentelor. Fluxurile de achiziție și procesare a datelor 
utilizează scripturi automatizate în Python, sistemul geografic de informații Quantum pentru 
analiză geospațială, Pix4D pentru reconstrucție fotogrammetrică și Elasticsearch pentru 
stocare și indexare performantă. Platforma Kibana asigură vizualizarea interactivă a datelor 
și sprijină procesul decizional bazat pe dovezi. Structura orientată pe servicii și modularitatea 
sistemului permit integrarea rapidă a noilor instrumente analitice, adaptabile diverselor 
contexte ecologice. Validarea experimentală în medii operaționale confirmă eficiența 
metodologiei propuse în depășirea constrângerilor geografice, promovând astfel o 
guvernanță ecologică sustenabilă și adaptativă, bazată pe tehnologii de teledetecție de 
generație nouă. 

 

Cuvinte-cheie: monitorizare bazată pe drone, managementul ecosistemelor, procesarea datelor în 
timp real, analize bazate pe inteligență artificială, agricultură de precizie. 

 

1. Introduction 
The swift advancements in drone technology have dramatically reshaped the field of 

environmental monitoring, offering innovative solutions for efficiently managing agricultural, 
forestry, and aquatic ecosystems. Unmanned Aerial Vehicle (UAV) imagery has become a 
crucial data source for Geographic Information Systems (GIS), providing high-resolution visual 
data that is essential for spatial analysis and informed environmental decision-making [1]. 
Equipped with advanced sensors and real-time data processing capabilities, drone systems 
have become essential instruments for better resource management and improved ecosystem 
care practices. The increasing preference for UAVs can be attributed to their affordability, 
ease of use, and ability to minimise fieldwork. Their efficiency in rapidly collecting 
photogrammetric data, combined with the high accuracy and detail of the resulting analyses, 
has made them a preferred option in environmental studies [2].  

The foundation of the digital photogrammetry technique lies in image processing and 
analysis, enabling the generation of precise data [3,4]. Integrating low-cost UAVs with digital 
cameras provides a viable and cost-effective alternative for documenting surface structures 
and generating 3D models from collected data [4,5]. High-resolution drone imagery enables 
the creation of detailed terrain maps, which are valuable in urban planning, land-use 
management, and environmental monitoring. These maps, derived from UAV data, deliver 
accurate and comprehensive representations of various landscapes, enabling informed 
decision-making [6]. 

GIS-integrated drone technology is a notable application in disaster management and 
emergency response. UAVs equipped with thermal cameras can detect and monitor wildfires 
or other natural disasters, providing real-time data that is crucial for timely intervention. 
Additionally, drones can assess post-disaster damage and pinpoint areas that require 
immediate attention. The integration of GIS enables the analysis of this data, the production 
of maps that illustrate the extent of damage, and the pinpointing of critical areas for 
emergency response efforts [1,6]. 

UAV-supported remote sensing techniques have been effectively employed across 
several environmental domains. Notable examples include forest monitoring [7–10], 
agricultural assessments [11–13], and studies of aquatic ecosystems [14–16]. UAV 
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technology presents a time- and cost-efficient framework, enhancing data resolution and 
offering new perspectives on observed objects and phenomena. This approach is especially 
advantageous for monitoring settings such as remote or complex underwater habitats, where 
conventional techniques may be insufficient.  

This paper outlines a comprehensive technical architecture for a drone-based 
monitoring system, highlighting the incorporation of advanced sensors and artificial 
intelligence (AI) algorithms for effective data analysis. The proposed system utilises drones 
manufactured by Da-Jiang Innovations (DJI) and First-Person View (FPV) drones equipped with 
multispectral cameras to collect and process data in real-time, ensuring an accurate and 
detailed visualisation of the monitored ecosystems. The primary objective of this framework 
is to enhance environmental monitoring techniques and provide effective approaches for 
sustainable resource management. 

The primary objective of this project is to develop an adaptable system for overseeing 
and controlling agricultural lands, forests, and water environments using drones and 
advanced data processing technologies. This study focuses on establishing UAV-based data 
acquisition protocols alongside GIS-based image processing guidelines to enhance the 
monitoring and management of these ecosystems. Specifically, the research addresses critical 
applications across three environmental domains: the agricultural, forestry, and aquatic 
systems. 

For the agricultural system, the guidelines are customised to assist with various 
monitoring tasks, such as spraying field crops [17] and overseeing irrigation practices, while 
evaluating crop conditions during different growth stages, including winter wheat seeding. 
Identifying and diagnosing diseased areas is a crucial process for preventing plant disease 
outbreaks and safeguarding both public health and the economy [6,18]. In the forestry 
system, the project aims to facilitate the monitoring of deforestation, landslides, and other 
natural disasters that threaten forested areas. Lastly, for the aquatic system, the guidelines 
are geared towards monitoring the health of lakes and rivers, providing insights into water 
quality and detecting ecological disturbances. 

Through the implementation of this comprehensive monitoring solution, the project 
pursues the following key goals: 

1. Real-time monitoring of crop and forest health and water quality using multispectral 
sensors and high-resolution cameras. This feature facilitates interventions and well-
informed resource management decisions.  

2. Data processing and analysis using AI to detect and mitigate ecological issues, such 
as soil degradation, illegal deforestation, and water pollution. AI-driven analysis 
enhances the precision and speed of data interpretation, providing actionable insights 
to effectively prevent and manage environmental challenges. 

3. Integration and management of real-time data through a scalable and efficient 
platform. The proposed system utilises Proxmox Virtual Environment for virtualisation 
alongside open-source software solutions for data storage and visualisation. This 
approach ensures that the platform is flexible, easily adaptable, and capable of 
handling large volumes of data while maintaining high performance and reliability. 
The project is designed to create a robust framework that leverages UAV technology 

and GIS-based data processing to optimise the monitoring and management of various 
ecosystems. By advancing the capabilities of environmental monitoring, this research aims to 
support sustainable practices and promote the efficient use of natural resources. 
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2. Materials and Methods 
2.1. Platform Architecture 
The technical architecture of the proposed monitoring and management system 

(Figure 1) is founded on a Service-Oriented Architecture, which ensures the modularity and 
scalability necessary for integrating emerging technologies. The system utilises Docker 
containers to deploy and manage individual services, including data storage and processing, 
within the Proxmox Virtual Environment. This virtualisation infrastructure facilitates efficient 
resource allocation and the streamlined execution of services. 

The platform is designed to exhibit a high degree of flexibility, facilitating the 
seamless integration of new functionalities as the needs of its users evolve. This flexibility is 
demonstrated through the ease with which additional features, such as advanced image 
analysis algorithms or the incorporation of external data sources, can be added to enhance 
the system's capabilities. The architecture's modular design ensures that these integrations 
do not disrupt existing functionalities but complement and expand the system's operational scope. 

This adaptability is particularly beneficial in addressing the diverse requirements of 
various end-users, including researchers, decision-makers, and agricultural managers. Each 
of these groups has distinct needs for data analysis, monitoring, and reporting, and the 
platform's design allows it to provide tailored solutions accordingly. The platform can 
facilitate detailed and customizable analyses for researchers, supporting scientific 
investigations and data-driven discoveries. Conversely, decision-makers may benefit from 
real-time data processing and visualisation capabilities, enabling informed and timely 
decisions that are critical in dynamic environments. Agricultural managers can leverage the 
platform to precisely monitor plantations and aquatic surfaces, utilising the insights 
generated to optimise resource management and improve productivity. 

 

 
Figure 1. Architecture of the monitoring and management platform for plantations and 

aquatic surfaces. 
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The platform is versatile and robust because it supports a wide range of use cases. It 
is capable of meeting both current monitoring needs and anticipating future requirements, 
ensuring long-term utility and relevance across various fields of application. The system’s 
inherent flexibility promotes innovation and the integration of cutting-edge technologies, 
ensuring that the platform remains responsive to the continuously evolving landscape of user 
demands and technological advancements [19]. 

The system is designed using the open-source Proxmox Virtual Environment, which 
optimises the management and utilisation of hardware resources. Proxmox is a powerful and 
flexible virtualisation platform that facilitates the deployment, operation, and oversight of 
both virtual machines and containers. This capability ensures a highly robust, efficient, and 
scalable infrastructure that meets the demands of modern virtualised environments. 

The system's hardware configuration is based on multiple Lenovo ThinkCentre mini 
PCs, specifically models M700, M73, and M710Q. These devices have been upgraded with 
more powerful Intel i3 and i5 processors to boost performance. Additionally, the storage 
capacity has been significantly enhanced by integrating solid-state drives and hard disk 
drives, providing a balance between speed and storage capacity. 

These mini PCs are integrated into a cluster environment, which allows them to 
function as a cohesive unit managed through a single, centralised web interface. This 
configuration simulates the operational framework of a traditional data centre. The system 
ensures streamlined management, optimised resource allocation, and enhanced reliability by 
leveraging the cluster capabilities. This infrastructure provides a comprehensive and scalable 
solution, ideally suited for efficient and centralised hardware resource management 
scenarios. 

Within this architectural framework, services are strategically developed and deployed 
using either containers or virtual machines, selected based on criteria such as resource 
efficiency and software compatibility requirements. Containers, known for their lightweight 
design and reduced overhead, are generally the preferred method for deploying services 
when optimal resource utilisation is essential. Their efficiency arises from sharing the host 
operating system's kernel, which reduces the duplication of system resources and accelerates 
the deployment and scalability of applications. 

Nonetheless, virtual machines are employed when specific platform services require 
an operating system different from Linux, which containers predominantly support. Virtual 
machines offer the flexibility to run a completely isolated operating system, complete with 
its kernel, thereby accommodating software environments and dependencies that are not 
natively compatible with the Linux-based container ecosystem. This dual deployment 
strategy ensures that the platform remains versatile and capable of supporting a broad 
spectrum of software environments, from container-optimised applications to services that 
demand a more traditional virtualised infrastructure. 

Moreover, the architecture facilitates the seamless integration of additional hardware 
components or external workstations. This adaptability is enabled through robust 
connectivity options, supporting communication and data exchange over local networks or 
the Internet. Such integration capabilities enhance the system’s extensibility, allowing both 
internal and external resources, including specialised software applications and web-based 
services, to be efficiently incorporated into the platform. By enabling smooth communication 
between disparate hardware and software components, the architecture ensures that the 
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system can expand and evolve to meet diverse operational demands, fostering an adaptable 
and future-proof environment. 

Considering the diverse requirements and the dynamic conditions during system 
design and development, a microservice-based architectural approach was selected as the 
foundational framework. This architectural paradigm, rooted in Service-Oriented Architecture 
(SOA) principles, effectively organises software components into a collection of independent 
and self-contained services. Each microservice performs a specific function and operates 
autonomously. Therefore, all services within the system communicate seamlessly using 
standardised protocols, such as HTTP, SOAP (Simple Object Access Protocol), or REST 
(Representational State Transfer). 

A Service-Oriented Architecture framework ensures that each microservice has well-
defined interfaces, such as HTTP APIs or messaging systems, that facilitate smooth 
communication and data exchange between services. This decoupling of services is a crucial 
feature, as it significantly reduces the direct dependencies that often complicate software 
systems. Consequently, this modular design enables the modification, enhancement, or 
updating of individual services without compromising the overall system's functionality or 
performance. 

Moreover, this microservice-based approach provides substantial flexibility in 
addressing varying performance and usage demands. Since each service operates 
independently, scaling can be performed per service, ensuring efficient resource utilisation. 
For instance, services experiencing high loads can be scaled to accommodate increased 
demand, while other services that require fewer resources can remain unaffected. This 
scalability ensures the system remains robust and responsive, even under fluctuating 
workloads or expanding functionalities. 

Adopting a microservice architecture also enhances the system's ability to adapt to 
evolving requirements. As new features or services become necessary, they can be integrated 
seamlessly into the existing architecture without necessitating a comprehensive redesign. 
This capacity to incorporate changes efficiently is particularly advantageous in environments 
subject to rapid technological advancements or shifting user needs, ensuring that the system 
remains relevant and future-proof. Overall, the microservice-based design promotes 
maintainability, scalability, and continuous system improvement, making it a highly effective 
and sustainable architectural choice. 

 

2.2. Technologies Used 
The proposed monitoring platform is designed to integrate a diverse array of 

technologies, providing comprehensive support for data collection, processing, and 
visualisation. The foundational infrastructure is built upon the Proxmox Virtual Environment, 
an open-source platform that delivers a robust and efficient solution for container 
virtualisation and the optimal management of hardware resources. Proxmox’s virtualisation 
capabilities are instrumental in efficiently handling multiple workloads, enabling the 
seamless deployment and management of virtual machines and containers on a unified platform. 

By leveraging the Proxmox Virtual Environment, the monitoring platform effectively 
optimises the performance of servers and Lenovo ThinkCentre mini-PCs, which serve as key 
hardware components. The integration of these hardware resources is streamlined, with 
Proxmox ensuring efficient resource allocation and load balancing, thereby enhancing the 
overall system's performance and reliability. This optimization extends to data storage and 
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analysis processes, where Proxmox’s advanced features facilitate the efficient management 
and processing of large datasets, reducing latency and improving throughput. 

Furthermore, the architecture's inherent scalability is a significant advantage. As the 
platform’s data processing and analysis requirements grow, the Proxmox Virtual Environment 
allows for the seamless addition of new resources, such as servers or containers, without 
compromising system stability or performance. This scalability is crucial for adapting to 
growing data volumes and evolving monitoring requirements, offering a future-proof solution 
that accommodates advancements in data analysis technologies. 

The performance and scalability benefits of this architecture are illustrated in Figure 
2, which depicts how Proxmox’s efficient virtualisation framework enhances the platform’s 
capacity to handle complex and data-intensive operations. By integrating these technologies, 
the platform meets current operational demands and remains adaptable to future 
developments, ensuring long-term sustainability and effectiveness in diverse monitoring 
applications. 

 

 
Figure 2. Universal development and deployment infrastructure. 

 

For data collection, the proposed monitoring platform utilises advanced unmanned 
aerial vehicles, specifically DJI and FPV drones [20, 21], equipped with high-precision metric 
cameras and state-of-the-art multispectral sensors. These sophisticated sensing devices can 
capture high-resolution images and generate extensive datasets, providing detailed and 
accurate visual representations of the monitored ecosystems. Integrating metric cameras 
ensures that spatial data is collected with high accuracy. At the same time, multispectral 
sensors enable the acquisition of spectral information essential for analysing vegetation 
health, water quality, and other ecological indicators. 

The drones are engineered to transmit collected data in real-time, thereby facilitating 
immediate analysis and rapid response in dynamic monitoring situations. For scenarios where 
instantaneous data analysis is not required, the drones are also equipped to store captured 
information on SD cards, enabling subsequent data processing at a more convenient time. 
This dual capability ensures the system is flexible and can be adapted to various monitoring 
scenarios, from emergency response and rapid environmental assessment to more 
comprehensive and in-depth post-mission analyses. 

Once the images and datasets have been acquired, they are subjected to rigorous 
analysis using Geographic Information System (GIS) software, such as QGIS and Pix4D. These 
advanced geospatial tools are crucial for interpreting the collected data, as they support the 
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creation of accurate and detailed maps and models of the monitored ecosystems. QGIS, an 
open-source GIS application, facilitates the analysis and visualisation of spatial data through 
various geoprocessing tools [6], while Pix4D specialises in photogrammetry and 3D mapping, 
enabling precise modelling and measurement of environmental features. 

Integrating drone-based data acquisition with GIS technologies significantly enhances 
the overall efficiency and precision of the monitoring process. The platform can generate 
high-quality geospatial information that informs and improves decision-making processes by 
leveraging these advanced analytical tools. This integration is valuable for real-time 
environmental management, allowing stakeholders to respond quickly and effectively to 
changing conditions. Moreover, combining high-resolution data collection and sophisticated 
GIS analysis contributes to a more holistic understanding of ecosystem dynamics, supporting 
immediate interventions and long-term environmental monitoring and management 
strategies. 

 

2.3. Platform Functionality 
The data processing framework embedded within the proposed monitoring platform 

is designed to be highly robust and capable of managing and analysing the complex, high-
volume information collected from diverse ecosystems, such as forests, agricultural 
landscapes, and aquatic environments. This framework employs state-of-the-art software 
solutions and sophisticated algorithms to ensure that data is efficiently processed, securely 
stored, and effectively visualised, all aimed at facilitating proactive and informed ecosystem 
management. 

At the core of the data processing pipeline are Python scripts, which are strategically 
deployed within dedicated containers to optimise performance and scalability. These scripts 
harness advanced artificial intelligence and machine learning algorithms to analyse the high-
resolution images and comprehensive datasets that drones capture. The primary objective of 
these algorithms is to automate the detection and classification of various environmental 
anomalies, including critical issues such as deforestation, soil erosion, forest fires, water 
pollution, and other forms of ecological disturbance. The framework's capability to conduct 
real-time analysis ensures that significant environmental threats are rapidly identified, 
enabling swift intervention and enhancing the responsiveness of monitoring operations. 

Regarding data management, the platform employs a sophisticated multi-layered 
storage and retrieval system that ensures both the security and efficiency of data handling. 
Raw data, which includes live video streams and high-resolution image files collected by 
drones, is initially stored in a secure File Storage Container. This setup provides a scalable 
and organised repository for large volumes of unprocessed data, facilitating efficient data 
access and retrieval for subsequent analysis. After data processing, the refined and analysed 
datasets are transferred into a JSON-based database managed by Elasticsearch. 

Elasticsearch is a high-performance, scalable database system that supports rapid data 
querying and is essential for conducting in-depth data analysis. Implementing Elasticsearch 
streamlines data retrieval and enhances the system's ability to recognise complex patterns 
and environmental trends. This capability is especially crucial for effective ecosystem 
monitoring and management. Furthermore, Elasticsearch's integration with the platform 
enables the deployment of advanced, machine learning-driven mechanisms that monitor 
infrastructure for potential anomalies [22]. These mechanisms can automatically generate 
alerts, notifying managers or administrators when environmental or infrastructural issues are 
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detected, ensuring that timely and informed decisions are made. This integration supports 
efficient and accurate environmental monitoring, empowering stakeholders to make data-
driven decisions and implement rapid response measures to mitigate ecological threats. 

The data processing workflow within the proposed monitoring platform is structured 
into two primary stages: image pre-processing and advanced analysis. During the image pre-
processing phase, raw data captured by drones and sensors is converted into formats 
optimised for integration and compatibility, such as GeoJSON. This conversion step ensures 
that the data are standardised and seamlessly interact with the broader monitoring system. 
By establishing a uniform and optimised data structure, this phase lays a critical foundation 
for the detailed and complex analysis that follows. 

In the subsequent stage, advanced machine learning algorithms are employed to 
conduct in-depth analyses and generate comprehensive maps of the monitored ecosystems. 
These algorithms process pre-formatted data to produce high-resolution, geospatially 
accurate maps that visually delineate areas at risk of ecological degradation. These detailed 
maps serve as an essential resource for researchers and policymakers, visually representing 
environmental vulnerabilities and enabling targeted intervention strategies for ecological 
preservation and sustainable management. 

PostgreSQL is integrated as the primary relational database management system to 
further augment the platform's analytical capabilities. PostgreSQL’s robust architecture 
allows it to efficiently handle complex queries and manage extensive datasets, organising 
the data to facilitate seamless access, refinement, and analysis. This integration is particularly 
valuable for supporting high-precision data analysis tasks, as it provides a stable and efficient 
foundation for managing the large volumes of information generated by the monitoring 
activities. 

Data visualisation constitutes a vital component of the overall data processing 
framework and is accomplished using Kibana, an open-source analytics and visualisation tool. 
Kibana enables the creation of dynamic and interactive dashboards that allow stakeholders 
to explore and interpret data patterns through intuitive graphical representations. These 
dashboards highlight critical findings and trends, making it easier for environmental 
managers, researchers, and decision-makers to gain actionable insights and engage in data-
driven decision-making. By offering a user-friendly interface, Kibana enables stakeholders to 
make informed decisions regarding resource allocation, environmental protection, and 
ecosystem management. 

Additionally, the platform extends its data processing and analysis capabilities 
through a dedicated Windows Virtual Machine. This virtual environment hosts specialised 
software tools, such as DJI Terra and 3DSurvey, for photogrammetric analysis and generating 
three-dimensional models from drone imagery. Integrating these tools is crucial for 
conducting detailed structural assessments of ecosystems and creating advanced 
topographical maps. The addition of this 3D modelling capability significantly enhances the 
platform's analytical potential, allowing for a more nuanced understanding of ecosystem 
structures and landscape changes, which is indispensable for advanced environmental 
studies and management efforts [4]. 

Overall, the data processing system is characterised by a modular design, further 
strengthened by a containerised architecture. This approach ensures that the platform is both 
scalable and adaptable, enabling it to evolve in response to the changing needs of research 
and monitoring initiatives. By combining state-of-the-art artificial intelligence algorithms, 
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efficient data storage solutions, and intuitive visualisation tools, a comprehensive and highly 
effective framework for modern environmental monitoring is provided. This integration of 
advanced technology ensures that the platform can deliver accurate, timely, and actionable 
insights, making it a powerful tool for addressing complex environmental challenges and 
promoting sustainable resource management. 

 

3. Results 
Comprehensive empirical results are currently unavailable, as the research remains in 

the development and local testing phase. Nevertheless, preliminary observations have 
highlighted the proposed platform’s significant potential for enhancing environmental 
monitoring and management practices. Integrating advanced technologies, including drone-
based data collection and artificial intelligence-driven data processing, presents a promising 
framework that could substantially improve real-time ecosystem analysis and facilitate more 
effective environmental interventions. 

Initial testing efforts have primarily focused on evaluating the functionality and 
interoperability of the platform's integrated hardware and software components. The 
system’s modular architecture, which leverages Docker containers for efficient resource 
management within the Proxmox Virtual Environment, has demonstrated noteworthy 
flexibility and adaptability. These preliminary tests have validated the seamless operation of 
individual components, such as Python-based data processing scripts and the Elasticsearch 
database utilised for high-performance data storage and retrieval. Specifically, the Python 
scripts are responsible for executing machine learning algorithms designed to analyse and 
interpret drone-captured imagery, while Elasticsearch ensures that processed data is 
organised and accessible for subsequent analysis and decision-making. 

Further assessments have examined the platform's capacity to manage diverse data 
formats and support rapid data retrieval, which is critical for applicability in real-world 
environmental monitoring scenarios. The system’s ability to process and store data efficiently 
is crucial for generating timely insights, especially in dynamic ecological contexts where 
prompt responses are necessary. Additionally, the performance of data visualisation tools, 
such as Kibana, has been preliminarily evaluated. Early results suggest that Kibana’s intuitive 
and interactive dashboards effectively translate processed data into graphical insights, 
making complex environmental information more accessible to researchers and decision-
makers. The platform’s visualisation capabilities have shown promise in identifying and 
highlighting potential ecological risks, which could be instrumental in guiding informed 
management strategies. 

Moreover, the deployment of machine learning algorithms for anomaly detection is 
undergoing rigorous validation. These algorithms are designed to identify environmental 
disturbances, such as deforestation, soil erosion, or water contamination, and their accuracy 
and efficiency are being closely monitored. Early testing indicates that these algorithms have 
the potential to automate the detection process effectively, enabling proactive responses to 
environmental threats. However, further validation is necessary to ensure these machine-
learning models perform reliably across various ecological conditions. 

As the project advances, comprehensive validation in various environmental settings 
will be crucial to fully assess the platform’s scalability and overall effectiveness. The research 
aims to produce detailed, high-resolution maps and generate actionable insights to inform 
sustainable resource management practices. Future testing phases will be crucial to evaluate 
the platform’s impact across various ecosystems, spanning from terrestrial to aquatic 
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environments. The research will assess the system’s capacity to deliver real-world benefits 
and contribute meaningfully to global environmental conservation and management efforts 
through extensive field trials. The ongoing development and testing are expected to yield a 
robust and adaptable monitoring solution that addresses complex environmental challenges. 

 

4. Discussion 
The development and initial deployment of the proposed UAV-integrated 

environmental monitoring platform underscore a paradigm shift in ecosystem observation 
methodologies, facilitated by the convergence of edge sensing, containerised data 
processing, and geospatial intelligence. Rather than merely automating existing workflows, 
the system redefines the spatial and temporal resolution at which ecological phenomena can 
be captured, interpreted, and acted upon. This advancement is particularly pertinent in the 
context of increasingly volatile environmental conditions, where real-time, high-fidelity data 
are essential for evidence-based intervention [9]. 

A salient observation from the preliminary phase pertains to the system’s architectural 
agility. The microservice-driven deployment model, underpinned by the Proxmox 
virtualisation layer and Docker containerisation, enables the dynamic orchestration of 
analytic services. Such decoupling of functionalities enhances system resilience and 
facilitates rapid, iterative development, a crucial feature in ecological domains characterised 
by unpredictable and heterogeneous data influxes. Moreover, this design promotes cross-
disciplinary extensibility, allowing the platform to incorporate emerging technologies (e.g., 
edge AI, semantic geospatial reasoning) without necessitating structural overhauls. 

The application of machine learning models to drone-derived datasets reflects a 
broader movement toward predictive environmental analytics [17]. Thus, it also exposes 
foundational challenges related to model generalizability and data representativeness. While 
the initial anomaly detection outcomes suggest promise, particularly in identifying 
biophysical stressors such as vegetation chlorosis or aquatic turbidity gradients, these models 
remain constrained by the limited scope of training data and the absence of longitudinal 
environmental baselines. A rigorous validation campaign involving multi-seasonal, multi-
ecosystem deployments is required to mitigate overfitting and establish model robustness 
across ecological gradients. 

From a human-systems integration perspective, the visualisation layer, anchored by 
Kibana dashboards, functions not only as an interpretive interface but also as a cognitive 
scaffold for decision-makers. The ability to synthesise volumetric spatial-temporal data into 
actionable insights represents a key advantage of the system [4]. However, the 
epistemological implications of relying on algorithmically filtered representations must be 
acknowledged. Future development cycles should prioritise transparency and explainability 
in the AI modules to foster trust and accountability in high-stakes ecological decision-making. 

Another dimension warranting attention is operational sustainability. While the mini-
PC cluster approach provides an energy-efficient and cost-effective computing backbone for 
localised deployments, its efficacy in field conditions subject to environmental stressors (e.g., 
humidity, temperature extremes, network intermittency) remains to be empirically evaluated. 
Additionally, the current reliance on Windows-based photogrammetric suites introduces 
heterogeneity in the software ecosystem, which could complicate long-term maintainability 
and integration [5, 7]. Migrating critical photogrammetric functionalities to containerised, 
platform-agnostic services would enhance systemic coherence and reduce operational 
friction. 
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Finally, the platform’s capacity for synergistic integration with external environmental 
data sources (e.g., satellite imagery, IoT sensor networks, citizen science inputs) opens 
compelling avenues for hybrid data fusion and multiscale modelling. These capabilities 
would enable the system to transcend its current diagnostic function and evolve into a 
forecasting and simulation tool, supporting anticipatory governance of environmental 
resources. 

Therefore, the proposed architecture lays a foundational framework for next-
generation environmental monitoring—one that is modular, scalable, and poised for 
intelligence augmentation. The implications extend beyond technical efficacy to questions 
of ecological epistemology, technological sovereignty, and the ethics of automated 
environmental stewardship. Advancing this system from a functional prototype to a broadly 
deployable monitoring infrastructure will require not only technological refinements but also 
a sustained commitment to interdisciplinary co-design, empirical validation, and critical 
reflection. 

 

5. Conclusions 
The proposed monitoring and management system enables the comprehensive 

assessment of forests, agricultural lands, and aquatic ecosystems. It provides an effective 
environmental monitoring and exploration structure by integrating advanced technology and 
software elements. The system features are divided into services stored in containers, each 
designed for a particular purpose, such as storing data, conducting analysis, or processing 
information. This architecture ensures the efficient use of resources, thereby improving the 
overall management of different ecosystems.  

Central to the platform’s functionality is its capability to handle high volumes of data 
collected by drones and other monitoring devices. The data flow begins with ingesting raw 
images and sensor readings, which are then pre-processed and stored in a structured format. 
Using dedicated containers for tasks such as Python-based data processing and Elasticsearch 
for data management allows for the rapid and efficient handling of complex datasets. The 
processed data are subsequently analysed using machine learning algorithms, which detect 
patterns and anomalies, providing valuable insights for environmental monitoring. 

Moreover, integrating visualisation tools like Kibana enables users to interact with the 
processed data through intuitive and customizable dashboards. These visualisations support 
data-driven decision-making by highlighting critical areas, such as regions susceptible to 
ecological disturbances or needing immediate intervention. The platform’s modular design 
ensures that additional functionalities, such as new data analysis techniques or external data 
integrations, can be easily incorporated without disrupting the existing system. 

Therefore, the platform’s structured and scalable data management and analysis 
approach enhances its effectiveness in monitoring complex ecosystems. The platform is a 
valuable tool for researchers, policymakers, and environmental managers dedicated to 
sustainable ecosystem management, providing real-time insights and a high degree of 
adaptability. 
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Abstract. Modern requirements for product quality provide for expanding the competence in 
sectors of producing and managing agricultural products by investigating the cause-effect 
relationships in the transmission of diseases between species through host-pathogen 
interactions. Monitoring and accurate identification of pathogens in agriculture products are 
essential for successful implementation of an integrated pest management program. Among 
the pathogens that have a serious impact on agricultural production, micromycetes 
outnumber all other species. Diagnostics of fungal pathogens using traditional methods can 
be difficult due to the similarity of their morphological traits, the lack of the ability to study 
non-culturable genotypes. In this regard, molecular detection methods based on polymerase 
chain reaction (PCR) were used in the study, which allow specific detection of any 
microorganisms. Analysis of the species composition of pathogenic fungi of Fusarium, 
Penicillium and Aspergillus genera in the genotypes of some vegetable crops of local selection 
was conducted based PCR-assay. The efficiency of molecular technique for the species-
specific detection of pathogenic fungi that can affect agricultural crops was demonstrated. 
Molecular diagnostic assessment of the phytosanitary status of seeds of different storage 
periods was done. Development of some fungal infection during plant ontogenesis using 
nested-PCR assay was monitored.  

 

Key-words: PCR, Fusarium, Aspergillus, Penicillium, bell pepper, eggplant, beans. 
 

Rezumat. Cerințele contemporane pentru asigurarea unei calități înalte a produselor agricole 
impun o extindere a competențelor în domeniul producției și gestionării acestora, prin 
investigarea relațiilor cauză-efect ce determină transmiterea bolilor între specii, în contextul 
interacțiunii gazdă-patogen. Monitorizarea precisă și identificarea corectă a agenților 
patogeni din produsele agricole sunt esențiale pentru implementarea cu succes a unui 
program de management integrat al dăunătorilor. Printre agenții patogeni cu un impact major 
asupra producției agricole, micromicetele se disting prin prevalența lor comparativ cu alte 
specii. Diagnosticul agenților patogeni fungici prin metode tradiționale poate fi dificil 
datorită asemănării morfologice a acestora și a imposibilității studierii genotipurilor 
necultivabile pe medii nutritive. În acest context, studiul a utilizat metode de detecție 
moleculară bazate pe reacția de polimerizare în lanț (PCR), tehnică ce permite determinarea 
specifică a diverselor microorganisme. Pe baza testului PCR, a fost realizată o analiză 
detaliată a compoziției speciilor de patogeni din genurile Fusarium, Penicillium și Aspergillus 

https://doi.org/10.52326/jes.utm.2025.32(2).11
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în genotipurile unor culturi agricole de selecție locală. Rezultatele obținute au demonstrat 
eficiența tehnicii PCR pentru diagnosticul specific a speciilor fungice patogene care pot afecta 
culturile agricole. De asemenea, s-a realizat o evaluare moleculară a stării fitosanitare a 
semințelor, pe parcursul diferitelor perioade de depozitare. A fost monitorizată răspândirea 
infecției fungice în timpul ontogenezei plantelor, utilizând metoda nested-PCR. 

 

Cuvinte-cheie: PCR, Fusarium, Aspergillus, Penicillium, ardei, vinete, fasole. 
 

1. Introduction 
Providing the growing population with foodstuffs and preserving the environment is 

a huge problem that humanity encounters on a global scale. Human activity and stressed 
ecosystems have created new conditions for the emergence and spread of pathogen-induced 
diseases in the food industry and agricultural sectors, posing a threat to food security. 
Sustainable production of goods and managing ecosystems are of paramount importance and 
require a “One Health” approach. “One Health” concept implies that human, animal, plant and 
environmental health are inextricably connected, which requires interconnection of the 
respective sectors and not their separation [1]. 

An integral part of this concept is controlling the pathogenic microorganisms in the 
environment, monitoring diseases at local, regional, national and global levels. Modern 
requirements for product quality provide for expanding the competence in sectors of 
producing and managing agricultural products by investigating the cause-effect relationships 
in the transmission of diseases between species through host-pathogen interactions. 

Plant pathogenic diseases pose a serious threat for crop yield and cause significant 
economic losses. Most of the strategies for their combating focus on soil. Intensive tillage 
has a negative impact on soil functioning and, as a consequence, on plant productivity. Long-
term use of pesticides leads to loss of their effectiveness and promotes pathogen adaptation 
and the emergence of new, more aggressive genotypes resistant to antimicrobial agents [2]. 
To improve soil quality and preserve biodiversity, finding safe approaches for pathogen 
control is a priority. Integrated pest control requires specific solutions in each particular case. 
Monitoring and accurate identification of pathogens are essential for successful 
implementation of an integrated pest management program. 

Among the pathogens that have a serious impact on agricultural production, 
micromycetes outnumber all other species. They are an important component of soil 
microbiota. However, from a practical point of view, they pose a major problem for 
agrosystems, causing up to 80% yield losses [3, 4]. In particular, soil fungi of Fusarium, 
Penicillium and Aspergillus genera are among the most harmful pathogens that reduce crop 
yield worldwide [5]. Species of Fusarium genus cause various types of wilts, rots, tissue 
necrosis and vascular diseases during plant vegetation [6]. In addition, most Fusarium, 
Penicillium and Aspergillus species produce mycotoxins that are hazardous to human and 
animal health, the content of which in plant products is strictly regulated [7]. 

Soil fungal pathogens can survive latently in soil for a long time in the absence of a 
host plant, forming stable structures. As a result, the diseases they cause are particularly 
difficult to forecast and successfully control. Screening of pathogenic microbiomes for 
identifying causal agents of diseases is the first step towards revealing direct and indirect 
links between the plant and the pathogen. Diagnostics of fungal pathogens using traditional 
microbiological methods can be difficult due to the similarity of their morphological features, 
the lack of the ability to study slow growing or non-culturable genotypes. In this regard, 
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molecular detection methods based on PCR are used in the practice of phytopathology, which 
allow specific detection of any microorganisms. They accelerate the identification of 
pathogens, including the cases of complex infection, allow the differentiation of pathogens 
with identical symptoms, and provide the ability to detect the pathogen at the pre-
symptomatic stage. These minimize the risks of dissemination of pathogens. 

A PCR-based technology was optimized for identifying various soil-born plant 
pathogens [8]. This approach was used to analyze species composition of fungi of Fusarium, 
Penicillium and Aspergillus genera in the genotypes of some vegetable crops of local selection. 
Monitoring of causal agents of fungal infections was performed in seeds of different storage 
periods and in plants at different phases of ontogenesis. 

 

2. Material and methods 
2.1. Plant material  
The seeds of common bean, bell pepper and eggplant of different storage periods of 

the collection of Laboratory of Plant Genetic Resources (IGPPP) were analyzed. In the study 
were used following genotypes, Tabel 1: 

Table 1 
Description of seeds genotypes 

Taxon Genotype name Year of preservation Originator 

Common bean 
(Phaseolus vulgaris) 

MDS202, MDS204, 
MDS209 

2015, 2020 
Local forms from 
subsistence farms 

Bell pepper 
(Capsicum annuum) 

Fildes, Caolin, 
Excelent 

2015, 2020 
Varieties of 
Moldavian 
selection 

Eggplant 
(Solanum melongena) 

Rada, Magda 2011, 2018 
Varieties of 
Moldavian 
selection 

 

Eggplant genotypes of local selection cultivated on the experimental plots of the 
IGPPP served as objects of the field study in current research. Four eggplant genotypes of the 
collection of Laboratory of Plant Genetic Resources were studied: 'Laura', ′Forma 92′, ′Magda′ 
and 'Sucleischii' varieties. Different organs of plants during ontogenesis were tested. The 
asymptomatic leaves and fruits were selected randomly from 10-12 plants and bulk samples 
were prepared.  

Prior to extraction of nucleic acids, seeds, leaves or fruits were thoroughly washed to 
remove impurities and surface microflora.  

 

2.2. Desoxyribonucleic acid (DNA) extraction  
The PCR reaction requires a pure DNA template in optimal quantities to ensure correct 

amplification of the target sequence. Nucleic acids were extracted from 0.2 – 0.5 g of seeds 
or 1 g of plant material and were purified according to the combination of several protocols 
from ISO 21571:2005 [9,10].  

 

2.3. Primers  
The specificity of PCR depends on the correct design of highly specific primers. Primers 

must be carefully designed to amplify only the genetic sequences of interest and to eliminate 
the possibility of false positive or negative results.  
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PCR primer design was done based on species-specific sequences of each pathogen 
from NCBI nucleotide collection presented in GenBank database using Primer-BLAST 
designing tool [11,12]: 
• Translation elongation factor 1-alpha (tef1) gene sequences of Fusarium verticillioides, 

Fusarium oxysporum, Fusarium solani, Fusarium avenaceum. 
• Beta-tubulin (tub2) gene sequences of Fusarium equiseti, Fusarium sporotrichioides, 

Penicillium chrysogenum, Penicillium expansum, Penicillium citrinum. 
• Oxygenase (fum6) gene sequences of Fusarium proliferatum. 
• RNA polymerase II subunit (RPB2) gene of Fusarium nivale. 
• O-methyltransferase A (aflP) gene, partial cds; and aflP-aflQ intergenic region, genomic 

sequence of Aspergillus flavus, Aspergillus parasiticus.  
A theoretical analysis of primer selection and conditions for their use in PCR was 

performed. 
 

2.4. Polymerase chain reaction (PCR)  
PCR is an experimental method of molecular biology suitable for detecting pathogens 

in DNA extracted from infected plant material excluding the step of their isolation and 
cultivation. 

This highly specific technique allows rapid amplification of a specific DNA fragment 
of interest in biological material, permitting its detection and visualization. Methods of the 
molecular diagnostics present the possibility of identifying pathogens that cause diseases 
with the similar symptoms in mixed infections, as well as before the appearance of visible 
symptoms. PCR-assay is much faster than conventional culture-based methods, so the results 
can be obtained within a few hours. 

PCR was performed in a 25 µL mix containing 66 mM Tris-HCl (pH 8.4), 16 mM 
(NH4)2SO4, 2.5 mM MgCl2, 0.1% Tween 20.7% glycerol, 100 μg/ml-1 BSA, 0.2 mM of each 
dNTPs, 0.2 U Taq DNA polymerase (Thermo Fisher Scientific), 5 pM of each primer and 10 ng 
of DNA. 

 

2.5. One-step PCR  
The amplification conditions were as follows: in the first cycle, denaturation was 

carried out at 950C for 3 min; annealing – at 60 °C, 40 s, elongation – at 72 °C, 40 s, followed 
by 34 cycles: 95 °C – 40 s, 60 °C – 40 s, 72 °C – 40 s, final elongation - 7 min. Amplification 
was carried out using MiniAmp™ Thermal Cycler, 96 wells, Thermo Fisher Scientific. 

 

2.6. Nested-PCR  
Nested-PCR is a variant of conventional PCR and consists of two rounds, in which two 

pairs of primers are used in consecutive reactions. The second pair of primers amplify the 
DNA region within the product of the first reaction. It is applied to reduce nonspecific 
amplification and dramatically increases the sensitivity, productivity and specificity of the 
analysis. 

The first round of nested-PCR included 1 cycle at 95 °C for 3 min (denaturation), 60 °C 
– 40 s (annealing), 72 °C – 40 s (elongation) followed by 29 cycles: 95 °C – 40 s, 60 °C – 40 
s, 2 °C – 40 s, final elongation - 7 min. The conditions of the second round for nested-PCR 
were: 95 °C – 40 s, 60 °C – 40 s, 72 °C – 40 s, final elongation - 7 min (30 cycles). 
Amplification was carried out using MiniAmp™ Thermal Cycler, 96 wells, Thermo Fisher 
Scientific.  



126 Molecular diagnostics of soil-borne pathogenic fungi in several agricultural crops 

Journal of Engineering Science  June 2025, Vol. XXXII (2) 

2.7. Results processing 
The quality analysis of the isolated DNA and separation of the amplification products 

was performed in 1.5-2% agarose gel in the presence of 100 bp DNA ladder (Thermo Fisher 
Scientific molecular marker) with the addition of ethidium bromide, 1xTBE (pH 8.0) migration 
buffer, for approximately 1 h at 6V/cm. Visualization was performed in UV rays at a 
wavelength of 312 nm and photographed. The target fragments were compared with 
commercial molecular markers.  

 

3. Results and discussion 
3.1. Assessment of DNA quality  
The integrity and quantity of total DNA extracted from plant material was carried out 

by electrophoresis in 1.5% agarose gel in the presence of coliphage λ DNA of known 
concentration (0.1 µg/10 µL). The results of the assessment of DNA quality are selectively 
presented in Figure 1. 

 

 
Figure 1. Electropherogram of total DNA extracted from seeds (1-3) and leaves (4-7) of 

eggplant. M - λ DNA - 0.1 µg/10 µL; 1-7 - 10 µL plant DNA per line. 
 

Excessive amounts of DNA in a PCR reaction can suppress amplification. This can also 
lead to false priming and decreased PCR efficiency. As described in Material and methods 
(2.4. Polymerase chain reaction), 10 ng of DNA per sample was required for the PCR reaction 
mix. Based on the electrophoresis results, visually the amount of applied plant DNA (10 µL) 
is comparable to the amount of coliphage λ DNA (0.1 µg/10 µL). Thus, no more than 1 µL of 
DNA from each sample was used in subsequent molecular analysis. 

The amplification capacity of DNA was validated by one-step PCR using primers 
designed based on the sequences of plant housekeeping genes, in particularly - 18S 
ribosomal RNA genes (18SrDNA) [13]. An example of PCR amplification of a target fragment 
of total DNA isolated from plant material using primers to the 18SrDNA is shown in Figure 2. 

 

 
Figure 2. Electropherogram of the PCR products obtained on total DNA extracted from 

eggplant leaves (1-12) using primer to 18SrDNA. M - marker (100 bp DNA ladder). 
The arrow points at a 500 bp marker fragment. 

 

As a result of one-step PCR using the specified primers, a fragment of 315 bp should 
be synthesized. The presence of amplicons of the expected length indicated that all tested 
DNA samples were free of PCR inhibitors and suitable for subsequent molecular analysis. 

 

3.2. Validation of primers 
Correct detection of fungal pathogens in plant material by molecular methods 

depends on highly specific primers for each taxon and suitable PCR protocol. Successful 
amplification is determined by obtaining amplicons corresponding to the target sequence of 
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certain pathogens and the absence of synthesis of non-specific products. The use of nested-
PCR significantly improves the efficiency of pathogen detection.  

This variant of PCR reduces the risk of non-specific amplification, which can lead to 
false negative or false positive results. But the sensitivity and specificity of PCR analysis 
should always be validated in each individual case. Therefore, initially the primers were 
tested using DNA extracted from different plant objects and nested-PCR conditions were 
optimized. 

The results of molecular detection of pathogenic fungi of genus Fusarium in plant 
material are shown in Figure 3. 

 

 
Figure 3. Electropherogram of the amplicons obtained in the second round of nested-PCR 

on total DNA extracted from plant material using primer pairs to Fusarium spp. 
 a) Fusarium oxysporum (line 2), Fusarium solani (line 4), b) Fusarium avenaceum (lines 2, 4),  
c) Fusarium verticillioides (line 2), d) Fusarium equiseti (lines 1-4), e) Fusarium nivale (line 

1), f) Fusarium sporotrichioides (line 1), Fusarium proliferatum (line 3).  
The arrow points at a 500 bp marker fragment. 

 

The positive signals in the second round of nested-PCR for Fusarium spp. are marked 
with the presence of amplicons of following length: Fusarium oxysporum – 292 bp (Figure 3a, 
line 2), Fusarium solani – 275 bp (Figure 3a, line 4), Fusarium avenaceum - 140 bp (Figure 3b, 
lines 2, 4), Fusarium verticillioides - 160 bp (Figure 3c, line 2), Fusarium equiseti – 104 bp 
(Figure 3d, lines 1-4), Fusarium nivale – 127 bp (Figure 3e, line 1), Fusarium sporotrichioides – 
135 bp (Figure 3f, line 1), Fusarium proliferatum – 123 bp (Figure 3f, line 3). The sizes of 
specific amplicons obtained by nested-PCR correspond to the parameters calculated using the 
BLAST software.  

The results of testing primers for the identification of Penicillium spp. and Aspergillus 
spp. in plant material are presented in Figure 4. The presence of specific amplicons is marked 
of following length: Penicillium citrinum – 248 bp (Figure 4a, lines 1-4), Penicillium 
chrysogenum – 174 bp (Figure 4b, lines 1, 4), Penicillium expansum – 251 bp (Figure 4c, line 
3), Aspergillus flavus – 144 bp (Figure 4d, lines 1, 3). The length of all fragments obtained as 
a result of amplification also corresponds to the parameters specified in the BLAST analysis.  

It should be noted that the melting temperature of all primers is close to 60 °C and 
the length of the amplification products does not exceed 300 bp, which allows them to be 
used under the same PCR conditions. This set of primers was used for screening some crops 
to determine the qualitative composition of pathogenic fungi that affect plants. 
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Figure 4. Electropherogram of the nested-PCR results obtained on total DNA extracted 

from plant material using primer pairs to Penicillium spp. and Aspergillus spp.: 
a) Penicillium citrinum (lines 1-4), b) Penicillium chrysogenum (lines 1, 4), c) Penicillium 

expansum (line 3), d) Aspergillus flavus (lines 1, 3). The arrow points at a 500 bp marker 
fragment. 

 

3.3. Study of phytopathogenic load of seeds at different storage periods 
Seed storage is associated with a number of problems. The main negative impact is 

caused by pathogenic microflora. Fungal infections affect stored seeds, reducing their 
viability and, as a result, leading to yield losses. The presence of minor amounts of pathogens 
in tissues or on the surface of seeds can cause mold growth when temperature and humidity 
fluctuations exceed admissible levels during storage. Propagation of pathogenic soil-born 
fungi in seeds cause their decay, necrosis, suppression of germination. Infections transmitted 
via seeds provoke the development of systemic plant diseases and a decrease in yield 
quantity and quality [14]. To prevent seed spoilage during storage, it is necessary to monitor 
their phytosanitary condition before preservation and during storage.  

The results of molecular detection of fungal pathogens of Fusarium, Penicillium and 
Aspergillus genera in seeds of common bean, bell pepper and eggplant are presented in Figure 5. 

 

 

Figure 5. Species composition of pathogenic fungi in seeds of different storage periods. 
 * - year of seeds preservation. 
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Fungi of the genus Penicillium were the predominant pathogens for all plant 
genotypes. Penicillium chrysogenum and Penicillium citrinum were the most detected in the 
seeds of eggplant and bell pepper. Penicillium expansum was found once in beans (MDS202, 
2020 harvest) and bell pepper (Caolin, 2015). All eggplant varieties from 2011 and 2018 years 
of harvest were infected by Penicillium chrysogenum, Penicillium expansum and Penicillium 
citrinum, including bell pepper variety Caolin (2015 harvest). In beans, Penicillium 
chrysogenum (MDS204, 2020 harvest) and Penicillium citrinum (MDS204, MDS209, 2015 
harvest) were detected. Aspergillus flavus was found twice in beans MDS202 and MDS209 
(2020 year of seeds preservation). 

Fungi of the genus Penicillium most often affect seeds and fruits of various crops in 
the post-harvest period, especially during long-term storage. During plant ontogenesis, 
Penicillium spp. and Aspergillus spp. behave predominantly as saprotrophs. Some species have 
been shown to act as pathogen antagonists by secreting antimicrobial active substances. 
Atoxigenic Penicillium and Aspergillus species can exhibit antifungal activity against some 
phytopathogenic fungi and suppressed their penetration into the host plant [15]. There are 
known species that are promote plant growth and resistance (PGPF - plant growth promotes 
fungi) and are used as biofertilizers [16,17]. However, their pathogenic potential manifests 
itself during harvest storage. They cause spoilage of fruits, their presence in seeds can lead 
to a significant decrease in germination, weakening of resistance to other factors, and even 
death [18]. There is a danger of the spread of pathogens to new areas when moving across 
international borders for trade or research purposes, as a consequence – their 
acclimatization, the emergence of new strains or physiological races [19]. Some species 
manifest phytotoxigenic activity that inhibit seed germination and plant development. Seed 
and fruit rots caused by filamentous Penicillium spp. fungi are hazardous storage diseases as 
they can cause huge yield losses and yield contamination with secondary metabolites called 
mycotoxins – a case of primary importance [20]. Therefore, control of these pathogens during 
crop storage is very important.  

Molecular analysis demonstrated a low incidence of Fusarium species in studied seeds. 
They are absent in the bell pepper, and were detected in only one common bean genotype – 
MDS202 (2015 harvest). In the DNA sample of this genotype, Fusarium proliferatum and 
Fusarium sporotrichioides were identified. The eggplant variety ′Magda′ showed increased 
sensitivity to Fusarium spp. pathogens. Thus, Fusarium verticillioides and Fusarium avenaceum 
were detected in the seeds of this genotype preserved in 2011 and 2018. Fusarium equiseti 
was found in the seeds of 2018 harvest.  

Fusarium not only causes direct crop losses, but also reduces seed germination to the 
point of complete loss. Some common species of the genus Fusarium produce toxic 
metabolites – mycotoxins, the presence of which in seeds makes them unsuitable for food 
and feed purposes [21,22]. Therefore, monitoring of these pathogens in agricultural products 
is very important.  

 

3.4. Monitoring of fungal infections during plant ontogenesis 
The development of some fungal infections in plants during vegetative season was 

assessed: in seeds before planting, at the phase of 4-5 leaves, at the flowering phase, at the 
phase of fruit formation and growth, and in fresh seeds. The results of molecular analysis of 
eggplant genotypes during ontogenesis using primers for detection of Fusarium spp. and 
Penicillium spp. are presented in Figure 6. 
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Figure 6. Distribution of Fusarium spp. and Penicillium spp. during eggplant ontogenesis. 

 

PCR analysis revealed that the sowing material (seeds of the 2020 harvest) of two 
genotypes, 'Laura' and 'Sucleischii', was infected with Fusarium verticillioides and Penicillium 
chrysogenum, in addition, Fusarium oxysporum and Fusarium solani were detected in 
'Sucleischii'. None of the pathogens were identified in the genotypes ′Magda′ and ′Forma 92′. 
Molecular detection showed that plants are most prone to pathogenic fungi during the 
flowering phase. Eggplant genotypes at the phase of 4-5 leaves and “new” seeds show less 
vulnerability to pathogens. 

The most cases of infection were noted in the 'Laura' variety during its ontogenesis. 
The following species of fungi were detected in this genotype: Fusarium verticillioides, 
Fusarium equiseti, Fusarium nivale, Penicillium chrysogenum, Penicillium expansum, Penicillium 
citrinum. ′Sucleischii′ also showed increased susceptibility to Fusarium spp. and Penicillium 
spp. In this genotype Fusarium verticillioides, Fusarium oxysporum, Fusarium solani, Fusarium 
equiseti, Fusarium avenaceum and Penicillium chrysogenum were found throughout all 
development phases, with the exception of “new” seeds. The highest number of positive 
signals during vegetative season was observed for Fusarium verticillioides. The PCR analysis 
showed that fresh-harvested seeds are free of the listed pathogens, with the exception of a 
single incidence in the 'Laura' variety. Therefore, the eggplant seeds of this growing season 
are of good quality and can be used both for further reproduction and for long-term storage.  

The presence of Fusarium verticillioides, Fusarium equiseti, Fusarium proliferatum, 
Fusarium sporotrichioides, Penicillium expansum, Aspergillus flavus in studied seeds and plants 
should be closely monitored, since these species of fungi belong to the group of mycotoxin 
producers that are dangerous to human and livestock health. This is especially relevant to 
agricultural products intended for storage.  
 Plant diseases pose a serious threat to agricultural production and food security. 
Factors such as climate change, changes in agricultural practices, loss of resistant varieties 
and loss of biodiversity provoke the risk of plant disease outbreaks. This situation not only 
directly leads to reduced yields, but also reduces the quality and value of agricultural 
products and increases agricultural costs. So, monitoring of plant diseases at local levels is 
necessary to improve global food security. Identification of genotypes with reduced 
sensitivity to fungal pathogens is of interest in terms of their further use to study the 
relationship between their genetic characteristics and diseases.  
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4. Conclusions 
The efficiency of molecular technique for the effective species-specific detection of 

pathogenic fungi that can affect agricultural crops was demonstrated. 
Molecular identification of Fusarium spp., Penicillium spp. and Aspergillus spp. in seeds 

of vegetable crops of different storage periods was carried out. Fungi of the genus Penicillium 
were the predominant pathogens in all plant genotypes. Penicillium chrysogenum, Penicillium 
citrinum and Penicillium expansum were the most detected in eggplant and bell pepper seeds 
regardless of the year of seed preservation. It was found that the studied eggplant seeds are 
the most vulnerable to pathogens of the genus Fusarium. Molecular diagnostic assessment of 
the phytosanitary status of seeds is necessary to ensure effective plant protection from a 
complex of seed-borne pathogens. Thus, it is not advisable to use infected seeds for long-
term storage due to the risk of accumulation of metabolic products of pathogenic fungi - 
mycotoxins, which greatly reduces their quality.  

The development of the fungal infection in some eggplant genotypes during 
ontogenesis was studied. Based on nested-PCR assay, predominant fungal pathogen in the 
tested plants was Fusarium verticillioides, which is one of the important producers of the 
mycotoxins. As a result of molecular analysis, studied eggplant genotypes showed varying 
susceptibility to fungal infections. The genotype ′Laura′ demonstrated the greatest 
vulnerability to Fusarium spp. and Penicillium spp., the genotypes ′Magda′ and ′Forma 92′ 
showed the least susceptibility.   

The species composition of Fusarium, Penicillium and Aspergillus genera affecting some 
vegetable crops plantings in the experimental plots of the IGPPP was shown.  
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Abstract. The method for preparing fatty acid methyl esters (FAMEs) from lipids for gas-liquid 
chromatography, developed by K. Ichihara and Y. Fukubayashi, was optimized as a result of 
research on the influence of mild (45 ℃, for 14 h) and fast (100 ℃, for 1 h) methanolysis-
methylation conditions on the FAMEs yield. Based on the minor impact on the final products 
and the good FAMEs yields, the optimized mild methanolysis/methylation method was 
applied to eight vegetable oil samples and two types of fish oil dietary supplements. The 
FAMEs compositions were analyzed by gas chromatography with flame ionization detector 
(GC/FID). On the recorded chromatograms, 16 types of fatty acids with majority content were 
identified and their mass fractions were calculated. The modified Ichihara-Fukubayashi 
method allowed the conversion of ester-bound fatty acids and free acids to FAMEs in a single 
step. The accuracy, accessibility and convenience of the method, the use of low 
concentrations of samples and reagents were noted. 

 

Keywords: coelution, fish oil, methylation, omega-3, omega-9, oily seeds, toluene. 
 

Rezumat. Metoda de preparare a esterilor metilici ai acizilor grași (EMAG) din lipide pentru 
cromatografia gaz-lichid, elaborată de K. Ichihara și Y. Fukubayashi, a fost optimizată în 
rezultatul cercetării influienței condițiilor de metanoliza/metilare lentă (45 ℃, timp de 14 h) 
si rapidă (100 ℃, timp de 1 h) asupra randamentelor EMAG. Reieșind din impactul minor 
asupra produselor finale si randamentul EMAG bun, a fost aplicată metoda optimizata de 
metanoliza/metilare lentă la opt tipuri de uleiuri vegetale și două tipuri de suplimente 
alimentare de ulei de pește. Compozițiile EMAG au fost analizate prin cromatografia gaz-
lichid cu detector de ionizare cu flacără (GC/FID). În cromatogramele înregistrate au fost 
identificați 16 tipuri de acizi grași cu conținut major și calculate parțile de masa ale acestora. 
Metoda Ichihara – Fukubayashi modificata a permis convertirea acizilor grași cu legături 
esterice și acizii liberi în EMAG într-o singură etapă. A fost remarcata acuratețea, 
accesibilitatea si comoditatea metodei, folosirea de concentrații mici de probe și reagenți.   

 

Cuvinte cheie: coeluție, metilare, omega-3, omega-9, semințe oleaginoase, ulei de pește, toluen 
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1. Introduction 
 Lipids are the basic components of the human diet, important sources of energy (9 

kcal/g), micro- and macronutrients for the human body. Lipids are classified into simple lipids, 
which are fats and oils (triglycerides of fatty acids) and compound lipids, such as 
phospholipids, cholesterol, phytosterols, sphingolipids etc. [1]. 

The physical, chemical and physiological properties of lipids are largely determined 
by the composition of the fatty acids (FA) they contain. FA are most often found in the form 
of glycerol esters, such as triglycerides (TG), phospholipids (PhL), but also in free form (FFA). 
FA are carboxylic acids with unbranched carbon chains and can be saturated, 
monounsaturated or polyunsaturated (fatty acids with multiple double bonds (PUFA), also 
called essential acids).  Depending on the position of the double bonds, unsaturated fatty 
acids are divided into omega-9, omega-6 and omega-3 acids, such as oleic acid C18:1, linoleic 
acid C18:2 and linolenic acid C18:3, respectively [2,3]. Lipids from vegetable sources 
(sunflower, olive, flax, rapeseed, walnut, coconut, cocoa), animals (butter, lard, beef), fish oil 
and others, differ in the type and variety of fatty acids they contain. Thus, the identification 
of lipids is based on the qualitative and quantitative analysis of the FA in their composition. 
For this purpose, globally, gas-liquid chromatography (GC) analysis method that can be 
coupled with mass spectrometry (GC-MS) [4] is predominantly applied, due to its efficiency 
and affordable cost [5]. GC methods are also widely used to analyze the quality of lipids and 
identify their contaminants [6,7].  

 

1.1 Lipid Sample Preparation Procedures for GC Analysis 
Before analyzing lipids from various food samples, the following preparation steps are 

required: 1. lipid extraction; 2. lipid fractionation by polarity into neutral fats (TG) and polar 
lipids (PhL, glycolipids, sphingolipids) including FFA; 3. derivatization or conversion of FA 
into FAMEs; 3. separation of FAMEs and their analysis by GC. 

Vegetable oils do not require many preparation steps, if they contain moisture, they 
are dried with anhydrous sodium sulfate (1 g of Na2SO4 per 10 g of sample) at room 
temperature or in vacuum ovens (at 45…50 ℃) [8]. In the case of food products, the fatty 
matter is extracted with different solvents, depending on the properties and composition of 
the lipids. It is important that the food samples are well dried at low temperatures in a 
vacuum oven or by freeze-drying, to prevent lipid oxidation [9]. After drying, the samples are 
finely ground to increase the contact surface with the solvent. The method of extraction of 
the ground sample with the appropriate solvent follows, the fatty matter will be entrained by 
the solvent. Triglycerides and other non-polar compounds can be extracted with n-hexane, 
petroleum ether, diethyl ether and others [10,11]. Mixtures of polar solvents - methanol, 
ethanol, n-butanol, isobutyl alcohol, with non-polar solvents - chloroform, diethyl ether, n-
hexane, petroleum ether will extract all types of lipids, polar and non-polar, fatty acids, etc. 
from the matrix [12-14]. Folch and Bligh methods [15] and the Dyer method [16] use the 
chloroform: methanol : water mixture in various proportions. 

 

1.2 Derivatization of Fatty Acids 
FA in their free form cannot be analyzed by GC because they are polar compounds, 

form hydrogen bonds, and have high boiling points. Typically, fatty acid methyl esters, which 
are much more volatile, are analyzed by GC [17]. Several processes are known for derivatizing 
or converting FA to FAMEs, which include cleavage of ester bonds from lipids under alkaline 
(saponification) or acidic conditions, followed by methylation of the fatty acids [18,19]. 
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Derivatization in basic media is most often performed with sodium methoxide 
(NaOCH3) or potassium methoxide (KOCH3). Typically, 0.5 M NaOCH3 in anhydrous methanol 
is added to the lipids, and the mixture reacts at 45 °C for 5 min. Sodium hydrogen sulphate, 
NaHSO4 (15%) is added to neutralize the mixture. Finally, the FAMEs are extracted with an 
organic solvent and analyzed by GC [17,20]. The advantages of the method are short time, 
low rate of isomerization of double bonds from cis- to trans-, fewer oxidative reagents [21]. 
The disadvantage is that FFA are not converted to FAMEs under these conditions [22]. Acid 
derivatization is suitable for both esterified and free fatty acids. This method uses the 
reagents: hydrochloric acid (HCl), acetyl chloride (CH3COCl), sulfuric acid (H2SO4), and boron 
trifluoride (BF3) [23]. Hydrochloric acid (HCl) is the most widely used catalyst for lipid 
derivatization reactions, as it is a milder reagent and gives very good yields. However, the 
use of anhydrous methanolic HCl, prepared by mixing acetyl chloride with methanol, is a 
harmful process [17,24]. The disadvantage of the method is the danger that can be caused by 
the exothermic reaction with acetyl chloride; in addition, some polyunsaturated fatty acids 
are unstable at the high temperatures (90-95 ℃) applied [4]. Sulphuric acid H2SO4 is a strong 
oxidizing agent and is not recommended in the analysis of PUFA [25]. Although the BF3 
method provides efficient derivatization, its instability and artifact formation have been 
concerns in several studies [26]. 

 

1.3 Ichihara-Fukubayashi method 
Japanese researchers K. Ichihara and Y. Fukubayashi developed an accessible and 

efficient method for preparing FAMEs from FFA, TG, PhL and cholesterol for GC analysis [27]. 
The method uses a reagent mixture composed of commercial concentrated HCl, methanol 
and toluene, these reagents being superior in terms of convenience, safety, and cost. 
Researchers developed two processes for derivatization: methanolysis/methylation by slow 
reaction under mild conditions (45 ℃) and methanolysis/methylation by rapid reaction (100 
℃) [27]. 

The mild methanolysis/methylation conditions at 45 ℃ and the duration of up to 14 h 
ensure the conversion of almost all fatty acids from different types of lipids into methyl esters, 
both those resulting from the cleavage of ester bonds and FFA. FAMEs are formed at a rate 
of 98-99%. Researchers Ichihara, K. and Fukubayashi, Y. determined that FFA are methylated 
rapidly, at a concentration of 1.2% HCl, being converted to FAMEs after 20 min, almost 
quantitatively. TG and PhL follow, which were converted to FAMEs after 8 h under the same 
conditions (HCI 1.2%, 45 ℃). Cholesterols and phytosterols need 14 h to be converted to 
methyl esters.  

 

1.4 Rapid methanolysis/methylation at 100 ℃ 
The reaction conditions of HCl 1.2% at 100 °C for 90 min are required to convert all 

fatty acids and FFA from sterol-containing lipids to FAMEs, while 30 min is a sufficient 
reaction time to give good yields of FAMEs for lipid samples that do not contain sterol esters. 
FFA are methylated after 15 min, and triglycerides are converted to FAMEs and glycerol after 
30 min. The FAMEs yield is almost 97% [27]. The authors report that ester-linked fatty acids 
and free acids from all lipid types were converted almost quantitatively to FAMEs in a single 
step by both methods. The mild methanolysis/methylation conditions were applied to blood 
lipids that contain considerable amounts of cholesterol, and FAMEs were prepared from a 
drop of blood spotted on a filter paper [27].  
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The aim of the research was to optimize Ichihara-Fukubayashi method for 
derivatization of lipids and fatty acids into methyl esters for GC/FID analysis, by elucidating 
the influence of methanolysis/methylation conditions on the yield of FAMEs, as well as 
identifying the qualitative and quantitative composition of FA from simple lipids. 

 

2. Materials and Methods 
2.1. Materials 
Commercial vegetable oils: coconut oil (CoO), avocado oil (AvO), chia seeds oil (ChO), 

quinoa seeds oil (QuO), flaxseeds oil (FSO), refined, deodorized sunflower oils: “ordinary” 
(SFO) and “high oleic” (SFHO), olive oil (OO). Dietary supplements from enriched fish oil EFO1 
(„Solgar Inc.”, NJ-07605, USA) and EFO2 („Balkan Pharmaceuticals Ltd.”, Republic of Moldova) 
fortified with ethyl esters of eicosapentaenoic (EPA) and docosahexaenoic (DHA) fatty acids. 
HCl (35%, w/w), n-hexane, toluene, methanol – all of GC grade (“Merck”, USA).  

Standards of methyl palmitate and methyl stearate were synthesized from the 
corresponding free fatty acids. The identification of other FAMEs was based on column 
polarity, retention time, molar mass and comparative bibliographic data – after the injections 
and the analysis of all samples.  

 

2.2. Methods 
2.2.1. Preparation of lipid samples 
Commercially purchased vegetable oils were dried with anhydrous sodium sulfate (1 

gram of Na2SO4 per 10 g of sample) for 2 h at room temperature. Dried and ground chia, flax 
and quinoa seeds were extracted with n-hexane in a sample:solvent ratio of 1:3 (m/v) at room 
temperature in the dark for 24 h. This was followed by filtration, evaporation of the solvent 
from the lipophilic extract at 55 ℃ and drying of the oil with anhidrous Na2SO4 at room 
temperature for 2 h. The oil layer was decanted into stoppered glass test tubes. 

The contents of the fish oil dietary supplement capsules were poured into glass test 
tubes, from which the fatty matter was extracted with n-hexane in a ratio of 3:1 (v/v) by 
shaking for 2 min and left to stand for 4-5 min. The upper lipophilic extract layer was 
aspirated, from which the hexane was evaporated. EFO1 and EFO2 were dried with anhydrous 
sodium sulfate for 2 h. 

Immediately after drying, the lipid samples were weighed and subjected to 
methanolysis/methylation reactions as follows. 

 

2.2.2. Preparation of fatty acid methyl esters (FAMEs) 
Standard FAMEs - methyl palmitate and methyl stearate - were synthesized from 

palmitic and stearic acids. A total of 0.01 mol of the acid was dissolved in 1.25 mol of 
methanol and 0.02 mol of sulfuric acid was added as a catalyst. The reaction mixture was 
boiled with reflux for 1 h., then cooled and poured into 500 mL of ice-cold distilled water. 
The resulting esters were filtered and dried (18-20 °C). Identification of FA content in lipids 
was made according to FAMEs polarity, retention time, molar mass and by comparison with 
bibliographic data. The high content of lauric and myristic acids predominating exclusively 
in cocoa butter among the studied samples - facilitated their assignment. 

FAMEs from lipid samples were prepared according to the bibliographic method [27], 
with some modifications. The concentrated hydrochloric acid reagent in methanol was 
prepared as follows: 9.5 mL of commercial HCl (35%, v/v) was diluted with 41.5 mL of MeOH, 
to obtain 50 mL of 8.0% (w/v) HCl. This HCl reagent contained 85% MeOH (v/v) and 15% water 
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(v/v) came from the concentrated hydrochloric acid solution. The reagent was stored in a 
refrigerator. 

The weighed lipid (or fatty acid) sample (100 mg) was dissolved in 10 mL of toluene, 
from this solution 0.202 mL (202 µL) were taken with a micropipette and transferred into a 
screw-capped glass test tube (16.5 × 105 mm), to which another 0.200 mL of toluene was 
added. Thus, the mass of lipid dissolved in the toluene solution was 2 mg. To this lipid 
solution in toluene, it is mandatory to add in the following order: 3.00 mL of methanol and 
0.60 mL (600 µL) of 8.0% HCl solution in methanol prepared above. The final HCl 
concentration is 1.2% (w/v) or 0.39 M in the 4 mL of solution in the test tube. The addition of 
a mixed solution of 1.2% HCl/methanol/toluene to lipid samples should be avoided due to 
the low solubilities of lipids in the contained water. The tubes were tightly closed, shaken for 
1 min and subjected to methanolysis/methylation reactions under mild or rapid conditions. 
Two types of tubes were used: glass test tubes with ground glass stoppers (G-stoppers) and 
glass test tubes with polypropylene screw plugs (PPS-plugs). For slow 
methanolysis/methylation under mild conditions, the tubes were incubated at 45 ℃ for 14 h. 
Rapid methanolysis/methylation was performed at 100 ℃ for 1 hour. After the reaction time 
expired, the samples were cooled to room temperature, then 2 mL of hexane and 2 mL of 
water were added to the test tubes for FAMEs extraction. The test tubes were shaken for 1 
min, left to stand for 2-3 min, then the upper hexane layer was carefully aspirated with a 
micropipette, dried with anhydrous sodium sulfate and analyzed by GC/FID. 

 

2.2.3. Gas-Liquid Chromatography (GC) 
GC analysis was carried out according to [28] with same modifications. An “Agilent 

8860” instrument, equipped with autosampler, flame ionization detector (FID) and non-polar 
column HP-5 (30 m × 0.32 mm × 0.25 µm) was used. Conditioning gas Nitrogen (99.99%). 
Work gas Helium (99.99%), split mode, split ratio 4:1, flow 0.8 mL/min. Injector chamber 
temperature: 190 °C. Initial oven temperature: 140 °C. Temperature program: 0…4 min: 
plateau 140°C; 4…18 min: heating from 140 °C to 210 °C; 18…41 min – plateau 210 °C; 
41…42 min – column cooling to 140 °C.  

 
2.2.4. Statistical analysis of the results 

  The method standard deviation, SDmethod, was calculated for three independent 
replicates using a sample of high oleic sunflower oil, SFHO. The P = 0.95, q = 0.05 hypothesis 
(ΔX = ±  2∙SD) was accepted. Relative method error was amounted 0.043 (4.3%). The relative 
sample errors 𝜀𝜀𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠, were calculated taking in account the number of GC-chromatogram 
peaks, processed as FAMEs, nstandard and nsample respectively in the SFHO and in the sample. The 
graduated pipette error, 𝜀𝜀𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 =  2 ∙ (2μL/202μL) = 0.02, also was taken in account to 
calculate sample relative error: 

 

𝜀𝜀𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = �𝜀𝜀𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠2  
𝑛𝑛𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠−1
𝑛𝑛𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠−1

+ 0.022(1) 
 

 

3. Results and discussions 
3.1. Optimization of methanolysis/methylation methods 
In order to investigate the influence of methanolysis/methylation conditions on the results of 

the experiments, two vegetable oil samples SFHO and OO were placed in glass test tubes with glass 
ground stoppers (G-stoppers) and in glass test tubes with polypropylene screw plugs (PPS plugs) for 
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mild (45 ℃, for 14 h) and rapid (100 ℃, for 1 h) methanolysis/methylation, according to the 
Ichihara-Fukubayashi method. FAMEs obtained in both experiments were GC/FID analyzed, 
the fatty acids with major content were identified and their mass fractions (%) of the total FA 
in the samples were calculated (Table 1). It was noted that heating the samples in G-stoppers 
test tubes at 100 ℃ resulted in the evaporation of the content (chemicals). The data 
illustrated in Table 1 confirm that PPS plugs better preserve the concentration of components 
during mild and rapid methanolysis/methylation, but in the chromatograms of FAMEs non-
specific peaks of artifacts originating from polypropylene were detected. 

Fast methanolysis/methylation at 100 ℃ for 1 hour led to a decrease in the yield of FA 
with C8-C16 carbon atoms in the chain, as a consequence, the calculated ratio resulted in 
higher mass fractions in favor of C18 acids (Table 1).  

Under fast methylation/methanolysis conditions Ichihara, K. and Fukubayashi, Y. 
detected artifacts formed from cholesteryl oleate, which could not be separated from methyl 
oleate by silica gel column chromatography as well as by GC. 

The method owners did not detect artifacts under mild methanolysis/methylation 
conditions, except for conjugated linoleic acid (rumenic acid), which is less stable under acidic 
conditions and forms artifacts in a ratio of 5% in both methods. Conjugated linoleic acid has 
two conjugated double bonds, separated by a single single bond, with the cis- and trans- 
configuration, respectively [29]. 

The researches [27] mentioned that in both methods, in the process of the methanolysis 
reaction in acidic medium, which is reversible, the presence of water derived from HCL could 
favor the formation of FFA. However, the results obtained by the Japanese authors 
demonstrate that less than 1.4% of FAMEs hydrolyzes into FFA. The researchers found that 
methanol containing 2.0% and 10% toluene is almost equivalent to anhydrous methanol in 
terms of the solubility of glyceryl trioleate. In the absence of toluene, lipid methanolysis was 
slow and partial. The effect of water on hydrophobic compounds was thus diminished by the 
addition of toluene. 

The data in Table 1 are within those indicated in the literature for the mass fractions 
of FA in SFHO and OO, confirming the efficiency of both methanolysis/methylation regimes. 
However, the results obtained in these studies showed the advantage of mild 
methanolysis/methylation conditions, which affect less the concentration of volatile short-
chain FAMEs. 

It was also established that GC-FID analysis of FAMEs on the used GC column and 
others specified GC parameters of the given experiment (see 2.2.2) unfortunately does not 
allow the separation of FAMEs of oleic (C18:1 ω9) and α-linolenic (C18:3 ω3) acids, which give 
a common peak, Figure 1. Common elution of oleic and α-linolenic acid also correlate with 
bibliographical data (Tables 1 and 3). 

 

Table 1 
The influence of methanolysis/methylation conditions on fatty acid esters yield, % 

No FA 

Bibliography Mild, 45 ℃, 14 h Rapid, 100℃, 1 h 

SFHO OO SFHO OO SFHO OO 

[30, 31] [32, 33] G-stoppers PPS-plugs G-stoppers PPS-plugs PPS-plugs PPS-plugs 

1 12:0 < 0.1  0.012±0.001 0.055±0.003 0.013±0.001 0.053±0.003 0.012±0.001 0.011±0.001 

2 14:0 < 0.1 < 0.1 0.050±0.002 0.062±0.003 0.028±0.001 0.025±0.001 0.055±0.003 0.021±0.001 

5 15:0   0.015±0.001 0.029±0.001 0.015±0.001 0.012±0.001 0.017±0.001 0.012±0.001 
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6 16:1 ω9 < 0.2 0.3 - 3.5 0.169±0.008 0.185±0.009 1.424±0.067 1.516±0.073 0.160±0.007 1.284±0.062 

7 16:0 3.5 - 8 7.5 - 20 4.67±0.22 5.25±0.26 14.81±0.70 15.97±0.77 4.63±0.22 13.72±0.66 

8 18:2 ω6 5.0 -17 3.5 - 21 7.00±0.33 7.05±0.34 10.50±0.50 10.40±0.50 6.94±0.33 10.40±0.50 

9 
10 

18:1 ω9 
18:3 ω3 

75 - 90 
< 0.2 

55 - 83 
< 1.0 

82.4±3.9 81.8±4.0 66.3±3.2 64.9±3.2 80.8±3.8 65.6±3.2 

11 18:1 ω9  < 0.1 0.700±0.033 0.781±0.037 2.74±0.13 2.92±0.15 0.818±0.038 2.93±0.15 

12 18:0 3.0 - 7.0 0.5 - 5.0 3.01±0.15 3.03±0.15 2.64±0.13 2.68±0.13 3.09±0.15 2.79±0.14 

Note: FA – fatty acid; SFHO - sun flower “high oleic” oil; OO - olive oil; G-stoppers – ground-stoppers; PPS-
plugs - polypropylene screwed plugs.  
 

3.2. Identification of the FAMEs composition from lipid samples 
Based on the minor impact on the final products and the good FAMEs yield, the 

optimized Ichihara-Fukubayashi method of slow methanolysis/methylation (at 45 ℃, for 14 
h) of lipid samples, placed in G-stoppers test tubes, was applied in the research of this study. 
The resulting FAMEs were analyzed by GC/FID (Figures 1-3), the structural formulas of the 
identified FA are shown in Table 2. On the Y axis is represented the relative response of the 
detector (rel. Response), and on the X axis – the retention time (tR). 

 

a) 

 

b) 

 

c) 

 

d) 

 
Figure 1. FAMEs C16 – C18 of a) Chia oil (ChO), b) Quinoa oil (QuO), c) Sunflower oil (SFO), d) 

Sunflower ”high-oleic” oil (SFHO): 6 – palmitoleic; 7 – palmitic; 8 – linoleic; (9+10) – common peak 
of oleic and alpha-linolenic; 12 – stearic. 
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The FAMEs components identified on the chromatograms (Figure1a-d) are: 6 – 
palmitoleic acid (C16:1), visible in the SFHO sample; 7 – palmitic acid (C16:0), present in all 
samples, but with significant variations in intensity; 8 – linoleic acid (C18:2); 9+10 – co-
eluent mixture of oleic acid (C18:1) and linolenic acid (C18:3); 12 – stearic acid (C18:0), 
detected in ChO, SFO and SFHO (Figure 3a, c, d), but less visible in QuO (Figure 3b). The 
common peak 9+10 is dominant in all samples, reflecting the high content of unsaturated 
fatty acids (oleic and/or linolenic).  

All chromatograms of the seed oils show a moderate content of saturated acids and 
an unsaturated composition dominated by linoleic, oleic and α-linolenic acids. Although 
C18:1 and C18:3 acids give a common peak (9+10), the retention time of this peak is 
influenced by the ratio of the FAMEs concentration - linoleic:oleic:α-linolenic (Figure 1). 

According to bibliographic sources, oil from different sunflower hybrids is classified 
into three groups: „ordinary” low oleic acid (10-29%), medium oleic acid (30-59%) and high 
oleic acid (60-90%) [34]. It is also known that sunflower oil contains a small amount (less 
than 0.2-0.5%) of α-linolenic acid [30,31], from which it follows that the major peak in the 
SFHO chromatogram belongs to oleic acid. These results are in accordance with the data 
indicated on the label of "high oleic" sunflower oil by the manufacturer, containing over 68.92 
g of oleic acid per 100 mL of oil. 

 

a) 

 

b) 

 
Figure 2. Nuts’ FAMEs of: a) Cocoa oil (CoO), b) Avocado oil (AvO): 1 – caprylic; 2 – capric;  

3 – lauric; 4 – myristic; 6 – palmitoleic; 7 – palmitic; 8 – linoleic; (9+10) – mixture 
of oleic and alpha-linolenic (common peak); 11 - elaidic; 12 – stearic. 

 

The chromatograms in Figure 2 show the compositions of the CoO and AvO samples 
in methylated fatty acids. For coconut oil (Figure 2a), a profile dominated by short and 
medium chain FA results: caprylic acid (C8:0), capric acid (C10:0), lauric acid (C12:0), myristic 
acid (C14:0), palmitoleic acid (C16:1) and palmitic acid (C16:0). The majority peak is 3 (lauric 
acid) – typical for coconut oil [35]. In avocado oil (Figure 2b), the series of short and medium 
chain fatty acids is completely absent, the profile is rich in unsaturated FA: oleic/linolenic 
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(9+10) and linoleic (8) are dominant. The content of palmitoleic acid (6) is also notable, a 
signal specific for avocado oil [36,37]. 

The characteristic peaks of methyl esters of long-chain essential fatty acids with 
retention times more than 20 minutes were found in fish oil EFO1 and EFO2 (Figure 3a, b) The 
intensity of peaks 14 and 16 confirms the presence of increased amounts of EPA and DHA, 
respectively, which goes beyond the characteristics of regular fish oil. A typical fish oil 
provides 180 mg of EPA and 120 mg of DHA per 1000 mg of fish oil, but dosages can vary 
widely [38,39]. 

 

a) 

 

b) 

 
Figure 3. Fish Oil FAMEs C20 – C22 of: a) Dietary supplements from enriched fish oil ”Solgar 

Inc” (EFO1), b) Dietary supplements from enriched fish oil ”Balcan Pharmaceutical Ltd” 
(EFO2): 13 – arachidonic; 14 – eicosapentaenoic; 15 – eicosenoic; 16 – docosahexaenoic. 

 

Table 2 represents the skeletal structural formulas of FA which were identified in all 
investigated samples. Only one trans-acid, C18:1-t ω9, called elaidic (or trans-oleic,) was 
detected in all of samples studied. 

Table 2 
Fatty acids detected by GC/FID 

No Fatty Acid Code Structure 

1 Caprylic 8:0 COOH
 

2 Capric 10:0 COOH
 

3 Lauric 12:0 COOH
 

4 Myristic 14:0 COOH
 

5 Pentadecanoic 15:0 COOH
 

6 Palmitoleic 16:1 ω9 COOH
 

7 Palmitic 16:0 COOH
 

8 Linoleic 18:2 ω6 COOH
 

9 Linolenic 18:1 ω9 COOH
 

10 Oleic 18:3 ω3 COOH
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11 Elaidic 
18:1-t 

ω9 
COOH

 

12 Stearic 18:0 COOH
 

13 Arachidonic 20:4 ω6 COOH
 

14 Eicosapentaenoic 20:5 ω3 COOH
 

15 Eicosenoic 20:1 ω9 COOH
 

16 Docosahexaenoic 22:6 ω3 COOH 
 

The calculated FA mass fractions (%) of the total fatty acids contained in the analyzed 
samples are within the bibliographic data. Table 3 presents the values determined for the 
major FA identified in the research. Thus, according to literature data, CoO contains up to 7% 
caprylic acid, 5-8% capric acid, 48-55% lauric acid, 21-16% myristic acid, 9-10% palmitic acid, 
3% stearic acid, 5-6.5% oleic acid and less than 0.01% linolenic acid [35], these data are 
similar to those in Table 3. 

The values recorded for AvO and ChO fit into bibliographic data, which show that AvO 
contains 13-28% palmitic acid, 16% linoleic acid, 55-60% oleic acid and less than 1% α -
linolenic acid [36,37]. ChO is rich in 6-8% palmitic acid, 18-21% linoleic acid, 4-10% oleic 
acid and up to 63% α -linolenic acid [40]. 

The recorded data correspond to those in the literature for linseed oil, containing 5-8% 
palmitic acid, 12-17% linoleic acid, 2-5% stearic acid, 17-19% oleic acid and 40-60% α-
linolenic acid [41,42]. Also, the results in Table 3 are in line with those recorded by other 
researchers for QuO, rich in 60% linoleic acid, 20.5% oleic acid and 6.5% α-linolenic acid [43]. 
SFO contains 48-74% linoleic acid, 2.7-6.5% stearic acid, 14-39% oleic acid and less than 
0.5% α-linolenic acid, according to the literature data [30,31]. 

 

Table 3 
The composition of fatty acids in the form of methyl esters, %, determined in lipid samples 

by the modified Ichihara-Fukubayashi method 

FA CoO AvO ChO FSO QuO SFO EFO1 EFO2 tR 
8:0 4.98±0.19        3.97 

10:0 5.05±0.19        5.57 
12:0 47.2±1.8 0.20±0.01       8.26 
14:0 20.72±0.76 0.71±0.03 0.05±0.01 0.06±0.01 0.14±0.01 0.09±0.01   11.69 
15:0   0.02±0.01 0.03±0.02 0.07±0.01 0.02±0.01   13.50 

16:1 ω9 0.21±0.01 5.31±0.19 0.09±0.01 0.16±0.01 0.23±0.02 0.12±0.01 0.21±0.02 0.04±0.01 14.96 
16:0 10.56±0.39 20.06±0.71 7.09±0.38 6.41±0.32 10.02±0.53 6.93±0.34 0.45±0.03 0.35±0.02 15.33 

18:2 ω6 1.18±0.05 11.62±0.41 18.66±0.98 16.16±0.80 49.5±2.6 61.4±3.1 0.38±0.03 1.12±0.07 18.77 
18:1 ω9 
18:3 ω3 6.06±0.23 55.2±2.0 68.9±3.6 70.8±3.5 32.2±1.7 26.0±1.3 2.82±0.18 1.88±0.11 18.94 

18:1-t ω9 0.07±0.01 4.23±0.15   0.68±0.04 0.68±0.04 0.14±0.01 0.17±0.01 19.05 
18:0 4.01±0.15 1.02±0.04 3.48±0.19 5.12±0.26 0.69±0.04 3.22±0.16 1.74±0.11 0.72±0.05 19.45 

20:4 ω6       2.32±0.14 3.94±0.23 23.50 
20:5 ω3       41.3±2.4 58.4±3.3 23.81 
20:1 ω9    0.11±0.01 1.59±0.09  4.40±0.26 0.59±0.04 25.00 
22:6 ω3       27.8±1.7 20.22±1.6 32.49 
Others  1.62±0.06 1.71±0.09 1.12±0.06 4.86±0.26 1.56±0.08 18.5±1.1 5.11±0.29 4-42 
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Nid/Nproc 10/10 8/9 7/23 8/20 9/23 8/20 11/29 11/27 --- 

εsample 0.0367 0.0352 0.0522 0.0491 0.0522 0.0491 0.0580 0.0562 --- 
Bibliographic data about contain of Oleic and α-Linolenic acids [34-42] 

18:1 ω9 5 – 6.5 55 – 60 4 – 10 17 – 19 20.5 14 – 39 < 15.1 < 15.1 --- 
18:3 ω3 0.01 < 1.0 < 63 40 - 60 6.5 < 0.5 n/d n/d --- 

Sum 5 – 6.5 55 – 61 < 73 57 – 79 27 14 – 40 < 15.1 < 15.1 --- 
Note: FA – fatty acid; CoO - coconut oil;AvO - avocado oil; ChO - chia oil; QuO - quinoa oil; FSO - flax seed oil; 
SFO - sunflower oil; EFO1 and EFO2 - dietary supplements from enriched fish oil ”Solgar Inc” and ”Balcan 
Pharmaceutical Ltd”; tR- retention time, min; Nid – identified FAMEs; Nproc – processed peaks; εsample – relative 
error for each oil sample. 

 

Traditional fish oil typically contains 9.6% palmitoleic acid, 17.1% palmitic acid, less 
than 15% oleic acid, 2.7% stearic acid, 2.1% arachidonic acid, up to 18.6% EPA, and on average 
14% DHA [38,39]. The EFO1 and EFO2 fish oil supplements analyzed in this study have 
increased EPA (41.3 and 58.4%) and DHA (27.8 and 20.22%), respectively, values indicated by 
manufacturers for fish oil supplements fortified with ethyl esters of the mentioned acids. 

 

4. Conclusions 
A convenient modification of Ichihara-Fukubayashi analysis method is pre-dilution of 

the oil sample with toluene in a ratio of 0.1:10.0 and further analysis of 202 microliters of the 
resulted solution, now containing 2 mg of oil. Heating the samples in test tubes with glass 
ground stoppers at 100℃ result analysis failure. Test tubes with polypropylene screw plugs 
preserve the components better, but non-specific peaks or artifacts, probably originating from 
polypropylene, were detected in the FAMEs chromatograms. At the same time, fast 
methanolysis/methylation (100 ℃, 1 h) led to a decrease in the yield of FA with C12-C16 
chains. Therefore, only mild slow methanolysis/methylation at 45 ℃ for 14 h is optimal for 
FAMEs analysis. Because of the minor impact on the final products and the good yield of 
FAMEs, the optimized mild methanolysis/methylation method was applied to 8 types of 
vegetable oils and two types of fish oil dietary supplements. In the analyzed lipid samples, 
16 fatty acids were identified qualitatively and quantitatively (from which linolenic and oleic 
as a sum, due to used column parameters) obtaining good correlation with bibliographical 
data. The modified Ichihara-Fukubayashi method is accessible and convenient because it uses 
reasonable quantities of samples and reagents. 
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